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1. INTRODUCTION

Modal logic for almost hundred years has been an important topic in many academic dis-
ciplines, including philosophy, mathematics, linguistics and computer science. Currently, it
seems to be most intensively investigated by computer scientists. Among numerous branches
in which modal logic, sometimes in disguise, finds applications are hardware and software
verification, cryptography and knowledge representation.

Modal logic was introduced by philosophers to study modes of truth. The idea was to
extend propositional logic by some new constructions, of which two most important were
✸ϕ and �ϕ, originally read as ϕ is possible, and ϕ is necessary, respectively. A typical
question was, given a set of axioms A, corresponding usually to some intuitively acceptable
aspects of truth, what is the logic defined by A, i.e., which formulae are provable from A
in a Hilbert-style system.
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One of the most important steps in the history of modal logic was the invention of a
formal semantics based on the notion of the so-called Kripke structures. Basically, a Kripke
structure is a directed graph, called a frame, together with a valuation of propositional
variables. Vertices of this graph are often called worlds. For each world the truth values of
all propositional variables can be defined independently. In this semantics ✸ϕ means the
current world is connected to some world in which ϕ is true; and �ϕ, equivalent to ¬✸¬ϕ,
means ϕ is true in all worlds to which the current world is connected.
It turned out that there is a beautiful connection between syntactic and semantic ap-

proaches to modal logic [Sahlqvist 1975]: logics defined by natural axioms can be equiva-
lently defined by imposing some simple restrictions on the classes of frames. E.g., the axiom
✸✸P → ✸P (if it is possible that P is possible, then P is possible), defining modal logic
K4, is valid precisely in the class of transitive frames; the axiom P → ✸P (if P is true,
then P is possible), defining logic T — in the class of reflexive frames, P → �✸P (if P is
true, then it is necessary that P is possible), defining logic B — in the class of symmetric
frames, and the axiom ✸P → �✸P (if P is possible, then it is necessary that P is possible),
defining logic K5 — in the class of Euclidean frames.
One may think that each modal formula ϕ defines a class of frames, namely the class of

those frames in which ϕ is valid. Formally, a formula ϕ is valid in a frame M if for any
possible truth-assignment of propositional variables to the worlds of M, ϕ is true at every
world. This definition has a second-order flavour, since it involves the quantification over
sets of elements: for each variable P and each subset V of the set of worlds we have to
consider the case in which P is true precisely in the worlds from V . Note however, that
many important classes of frames, in particular all the classes we mentioned in the previous
paragraph, can be defined by, often very simple, first-order formulae. For a given first-order
sentence Φ over the signature consisting of a single binary symbol R we define KΦ to be
the set of those frames that satisfy Φ. E.g., if Φ = ∀xyz(xRy ∧ yRz ⇒ xRz) then KΦ is the
class of transitive frames. Classes of frames definable in this manner by first-order formulae
are called elementary classes of frames. A modal logic of an elementary class of frames, i.e.,
the set of modal formulae valid in this class, is called an elementary modal logic.
It turns out that most everyday modal logics are elementary. Thus the decidability of

elementary modal logics is an important and active research topic. In this paper we con-
tribute to this area. Instead of validity we rather present our results in terms of satisfiability.
Clearly, the question whether a modal formula ϕ is valid in a class of frames K is equivalent
to the question whether ¬ϕ is unsatisfiable over K. Besides the standard, local, notion of
modal satisfiability we also consider global satisfiability, i.e., the problem of deciding if a
given formula is satisfied at every world of some Kripke structure.
As first-order logic is sufficiently strong to axiomatise grid structures, it is not surprising

that there are elementary classes of frames over which the satisfiability problem for modal
logic is undecidable. It turns out that this is true even if we restrict our attention to formu-
lae in prenex normal form containing only universal quantifiers. The first result of this kind
appears in [Hemaspaandra 1996]. A universal first-order formula with equality is exhibited
defining the class of frames over which the global satisfiability problem is undecidable. This
is improved in [Hemaspaandra and Schnoor 2011], where it is shown that there exists a
universal formula without equality, such that even the local satisfiability problem over the
class of frames defined by this formula is undecidable. The formula from [Hemaspaandra
and Schnoor 2011] uses nine variables, and the proof is fairly complicated. A natural ques-
tion arises, how many variables are necessary to obtain undecidability. Note that many
natural classes of frames, including, classes of transitive, reflexive, symmetric, Euclidean, or
equivalence frames are definable by formulae with at most three variables. The satisfiability
problem for modal logic over those classes is known to be decidable [Ladner 1977]. It turns
out however that there exist universal first-order formulae without equality with only three
variables defining the classes of frames over which satisfiability problem for modal logic is
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undecidable. Exhibiting such formulae is the first contribution of our paper. We believe,
that even though we put an effort to use as small number of variables as possible, our
undecidability proof is simpler than the one from [Hemaspaandra and Schnoor 2011]. In
particular, in the case of local satisfiability our formula is a single clause.

Theorem 1.1. There exist three-variable universal formulae Γ, Γ′ without equality such
that the global (finite) satisfiability problem for modal logic over KΓ and the local (finite)
satisfiability problem for modal logic over KΓ′ are undecidable.

The above result is optimal with respect to the number of variables, since the well known
standard translation of modal logic to first-order logic fits into the two-variable fragment,
and thus satisfiability of modal logic over classes of frames defined by two-variable formulae
reduces to satisfiability of the two-variable fragment, which is known to be decidable [Mor-
timer 1975]. Using the standard translation we can justify decidability of some elementary
modal logics. Over the signature containing only the single binary symbol R, two-variable
logic itself is probably too weak to express any interesting properties of frames. However,
we could use some of its decidable extensions, e.g., by counting quantifiers [Pacholski et al.
1997; Graedel et al. 1997; Pratt-Hartmann 2005], or by the statement about transitivity of
R [Szwast and Tendera 2013]. Another idea is to consider some orthogonal generalisations
of the image of the standard translation of modal logic, like the guarded fragment [Grädel
1999], or the guarded negation fragment [Bárány et al. 2011].

Inspecting the formulae defining classes of frames corresponding to the best known de-
cidable modal logics, including the mentioned logics T, B, K4, and K5, one easily observes
that they share another natural syntactic restriction. Namely, all of them are universal Horn
formulae, UHF. Such formulae were considered in [Hemaspaandra and Schnoor 2008], where
a dichotomy result was proved, that the satisfiability problem for modal logic over the class
of frames defined by an UHF formula (with an arbitrary number of variables) is either in NP

or PSpace-hard. In the same paper the authors proved decidability of a rich class of Horn
definable modal logic, including all the cases in which the Horn formula implies reflexiv-
ity. However the question was left open, e.g., for formulae involving variants of transitivity.
Also, in that paper a conjecture is stated that the problem is decidable for all universal
Horn formulae. The main result of our paper is confirming this hypothesis.

Theorem 1.2. Let Φ be a UHF sentence. Then the local and the global satisfiability
problems for modal logic over KΦ are in PSpace and ExpTime, respectively.

This theorem reproduces some known decidability results for modal logics. It also works
for some interesting classes of frames, for which, up to our knowledge, decidability has not
been established so far. An example is the class defined by ∀xyzv(xRy∧yRz∧zRv ⇒ xRv).
Besides showing the decidability we provide a full classification of universal Horn formu-

lae with respect to the complexity of the satisfiability problem of modal logic over classes
of frames they define (as mentioned, a division into formulae leading to PSpace-hardness
and to membership in NP is also given in [Hemaspaandra and Schnoor 2008]; our classi-
fication is stated in a slightly different manner). It turns out, that except for the trivial
case of inconsistent formulae for which the problem is in P, local satisfiability is either NP-
complete or PSpace-complete, and global satisfiability is NP-complete, PSpace-complete,
or ExpTime-complete

Our next contribution concerns the finite satisfiability problem. In the case of some UHF
formulae Φ, we show decidability of the corresponding modal logics by demonstrating the fi-
nite model property with respect to KΦ, i.e., by proving that every modal formula satisfiable
over KΦ has also a finite model in KΦ. However, it is not always possible, as it is not hard
to construct a UHF formula Φ, such that some modal formulae have only infinite models
over KΦ. As an example assume that Φ enforces irreflexivity and transitivity, and consider
the following modal formula: ✸P ∧�✸P . This naturally leads to the question, whether for
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any UHF formula Φ the finite satisfiability problem for modal logic over KΦ is decidable.
This question is particularly important, if one considers practical applications, in which the
structures (corresponding, e.g., to knowledge bases or descriptions of programs) are usually
required to be finite. Decision procedures for the finite satisfiability problem for modal and
related logics are very often more complex than procedures for unrestricted satisfiability. In
this paper we are however able to positively answer the given question.

Theorem 1.3. Let Φ be a universal Horn formula. Then the local finite and the global
finite satisfiability problems for modal logic over KΦ are in NExpTime.

Decidability results for modal logics often extend to their multimodal variants. In a mul-
timodal logic we have several pairs of operators ✸

i,�i, each of them corresponding to a
different binary relation Ri. As in the case of (uni)modal logics some decidability results
can be obtained using the standard translation. Again, to define decidable classes of frames,
we may use the two-variable fragment and its extensions, e.g., the variant in which two
relations are required to be equivalences [Kieroński and Otto 2005; Kieroński et al. 2012],
or the guarded logics.
Our question is whether Theorem 1.2 can be strengthened to cover multimodal logics.

The answer turns out to be negative even for bimodal logic, i.e., for the case in which there
are two binary relations.

Theorem 1.4. There exist universal Horn formulae Γb,Γ′b, over the signature consist-
ing with two binary relations R, R′ such that the global (finite) satisfiability problem for
bimodal logic over KΓb

, and the local (finite) satisfiability problem for bimodal logic over
KΓ′

b
are undecidable.

Worth mentioning here is that Γb and Γ′b use a non-trivial interaction between R and
R′. We conjecture that if we allow to speak in a single clause only about one of the binary
relations the problem becomes decidable.

Plan of the paper. The paper is organized as follows. In Section 2 we introduce basic
definitions and recall some useful tools. In Section 3 we prove our undecidability results,
i.e., Theorems 1.1 and 1.4. Section 4 establish our main decidability results. To keep the
presentation light, all the technicalities are postponed to Section 5. In Section 6 we study the
satisfiability problems more carefully to obtain precise complexity bounds. In Section 7 we
consider satisfiability over finite models from Horn-definable classes, i.e., we prove Theorem
1.3. Finally, in Section 8 we conclude our results and describe some possible directions of
further research.

2. PRELIMINARIES

2.1. Kripke structures and frames

Kripke structures are triples of the form 〈W,R, π〉, where W is a set of worlds, 〈W,R〉 is a
directed graph called a frame, and π is a labelling function that assigns to each world a set
of propositional variables which are true at this world.
We say that a Kripke structure 〈W,R, π〉 is based on the frame 〈W,R〉. For a given class

of frames K, we say that a structure is K-based if it is based on some frame from K. We
will use calligraphic letters M,N to denote frames and Fraktur letters M,N to denote
structures. To keep the notation light, we use 〈M, π〉, where M = 〈W,R〉 is a frame, to
denote the structure 〈W,R, π〉.
For a frame 〈W,R〉 and a subset W ′ ⊆ W , we define R↾W ′ = R ∩ (W ′ ×W ′). Similarly,

for a labelling function π, we define π↾W ′ to be such that π↾W ′(w) = π(w) for all w ∈ W ′

and π↾X to be such that π↾X(w) = π(w)∩X. For any W ′ ⊆W , we define the restriction of
a frame 〈W,R〉↾W ′ as 〈W ′, R↾W ′〉, and the restriction of a Kripke structure 〈W,R, π〉↾W ′ as

〈W ′, R↾W ′ , π↾W ′〉.
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A world w is said to be k-followed (k-preceded) in a frame M, if there exists a directed
path (w, u1, u2, . . . , uk) (resp. (u1, u2, . . . , uk, w)) in M. Note that we do not require this
path to consist of distinct elements. We say that a world w is k-inner in M if it is k-
preceded and k-followed. We use also naturally defined notions of ∞-preceded, ∞-followed,
and ∞-inner worlds. In particular, a world on a cycle is ∞-inner.

2.2. Logics and types

As we work with both first-order logic and modal logic we help the reader to distinguish
them in our notation: we denote first-order formulae with Greek capital letters, and modal
formulae with Greek small letters. We assume that the reader is familiar with first-order
logic and propositional logic.
Except for Section 3.2, we consider only unimodal logics. Modal logic extends proposi-

tional logic with the operator ✸ and its dual �. The syntax of modal logic is given by the
following BNF:

ϕ ::= p | ¬p | ϕ ∧ ϕ | ϕ ∨ ϕ | ✸ϕ | �ϕ

where p is a propositional variable. Note that all formulae are in the negation normal form.
The semantics of modal logic is defined recursively. A modal formula ϕ is (locally) satisfied

in a world w of a model M = 〈W,R, π〉, denoted as M, w |= ϕ if

(i) ϕ = p where p is a variable and ϕ ∈ π(w),
(ii) ϕ = ¬p where p is a variable and ϕ 6∈ π(w),
(iii) ϕ = ϕ1 ∨ ϕ2 and M, w |= ϕ1 or M, w |= ϕ2,
(iv) ϕ = ϕ1 ∧ ϕ2 and M, w |= ϕ1 and M, w |= ϕ2,
(v) ϕ = ✸ϕ′ and there exists a world v ∈W such that (w, v) ∈ R and M, v |= ϕ′,
(vi) ϕ = �ϕ′ and for all worlds v ∈W such that (w, v) ∈ R we have M, v |= ϕ′.

By |ϕ| we denote the length of ϕ. We say that a formula ϕ is globally satisfied in M, denoted
as M |= ϕ, if for all worlds w of M, we have M, w |= ϕ.
We say that a structure M is a model of ϕ if there is a world w such that M, w |= ϕ, and

that M is a global model of ϕ if M |= ϕ.
For a given class of frames K, we say that a formula ϕ is locally (resp. globally) K-

satisfiable if there exists a K-based (resp. global) model of ϕ, and that ϕ is finitely locally
(resp. globally) K-satisfiable if there exists a finite K-based (resp. global) model of ϕ.
The set of universal Horn formulae (without equality), UHF, is defined as the set of those

Φ over the language {R} which are of the form ∀~x.Φ1∧Φ2∧ ...∧Φi, where each Φi is a Horn
clause. A Horn clause is a disjunction of literals of which at most one is positive. We usually
present Horn clauses as implications. For example, the formula ∀xyz.(xRy∧ yRz ⇒ xRz)∧
(xRx⇒ ⊥) defines the set of transitive and irreflexive frames. We often skip the quantifiers
and represent such formulae as a set of clauses, e.g.: {xRy ∧ yRz ⇒ xRz, xRx ⇒ ⊥}. By
Φp we denote the set of the clauses from Φ containing a positive literal, i.e., all clauses of
Φ except those of the form Ψ ⇒ ⊥.
We assume without loss of generality that each Horn clause uses variables from the

list x, y, z1, z2, . . . , and is of the form Ψ ⇒ ⊥, Ψ ⇒ xRx, or Ψ ⇒ xRy. We define
Φ(vx, vy, v1, . . . , vk) as the instantiation of Φ with x = vx, y = vy, z1 = v1, . . . , zk = vk, e.g.

(xRz1 ∧ z1Rz2 ∧ z2Ry ⇒ xRy)(a, b, c, d) = aRc ∧ cRd ∧ dRb⇒ aRb

We employ a standard notion of a type. For a given formula ϕ, a Kripke structure M, and
a world w ∈W we define the type of w (with respect to ϕ) in M as tpϕM(w) = {ψ : M, w |= ψ
and ψ is subformula of ϕ}. We write tpM(w) if the formula is clear from context. Note that
|tpϕM(w)| ≤ |ϕ|.
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2.3. Decision problems

For a given Φ ∈ UHF, we define KΦ as the class of frames satisfying Φ.
We define the (unrestricted) local (resp. global) satisfiability problem Φ-SATL (resp. Φ-

SATG) for modal logic over KΦ as the question whether a given modal formula is locally
(resp. globally) KΦ-satisfiable. The finite local (resp. finite global) satisfiability problem Φ-
FINSATL (reps. Φ-FINSATG) for modal logic over KΦ is the question whether a given
modal formula ϕ is finitely locally (resp. finitely globally) KΦ-satisfiable.

We abbreviate N ∪ {∞} by N∞ and {0, 1, . . . , k − 1} by Zk. To keep the notation light,
we assume that n mod ∞ = n for any n.
A domino system is a tuple D = (D,DH , DV ), where D is a set of domino pieces and

DH , DV ⊆ D×D are binary relations specifying admissible horizontal and vertical adjacen-
cies. We say that D tiles N×N if there exists a function t : N×N 7→ D such that ∀i, j ∈ N

we have (t(i, j), t(i + 1, j)) ∈ DH and (t(i, j), t(i, j + 1)) ∈ DV . Similarly, D tiles Zk × Zl,
for k, l ∈ N, if there exists t : Zk × Zl 7→ D such that (t(i, j), t(i + 1 mod k, j)) ∈ DH and
(t(i, j), t(i, j + 1 mod l)) ∈ DV .

The following lemma comes from [Berger 1966; Gurevich and Koryakov 1972].

Lemma 2.1. The following problems are undecidable:
(i) For a given domino system D determine if D tiles N× N.
(ii) For a given domino system D determine if there exists k ∈ N such that D tiles Zk×Zk.

The bounded-space domino problem is defined as follows. For a given tuple 〈D,DH , DV , n〉,
where DH , DV ⊆ D × D, and n is a natural number given in unary, is there a tiling
t : Zn × N → D such that for all k < n and l ∈ N, (t(k, l), t(k, l + 1)) ∈ DV and if
k < n − 1, then (t(k, l), t(k + 1, l)) ∈ DH? This problem is known to be PSpace-complete
[van Emde Boas 1997].

3. UNDECIDABILITY

In this section we present our undecidability results stated in Theorems 1.1 and 1.4. In
both proofs we work with sets of propositional variables including P = {Pij : 0 ≤ i, j ≤ 2}.
As our approach employs reductions from domino systems, we are particularly interested
in grid-like structures. The intended meaning of Pij is to mark elements encoding the grid
nodes whose coordinates modulo 3 are equal i, j. To simplify notation we assume in this
section that the indices in Pij are always taken modulo 3, e.g., if i = 2, j = 0, then Pi+1,j−1

denotes P02.

3.1. Modal logic over classes defined by three variable formulae

First, we prove Theorem 1.1. Let

Γ = ¬xRy ∨ yRx ∨ ¬xRz ∨ zRx ∨ yRz ∨ zRy.

Note that we skipped the prefix ∀xyz as mentioned in the preliminaries. First, we show that
Γ-SATG and Γ-FINSATG are undecidable. Then we use the trick from [Hemaspaandra and
Schnoor 2011] and show that also Γ′-SATL and Γ′-FINSATL are undecidable, for Γ′ being
a modification of Γ, using still only three variables.
Note that Γ can be rewritten as (xRy ∧ ¬yRx ∧ xRz ∧ ¬zRx) ⇒ (yRz ∨ zRy), i.e., it

says, that if there are one-way connections from a world x to worlds y, z, then there is also
a connection (not necessarily one-way) between y and z. The structure GN, illustrated in
Fig. 1, whose universe is N×N, is a model of Γ. This model is reflexive (the reflexive arrows
are omitted from the picture for clarity). Note that, actually, Γ enforces reflexivity at all
worlds having incoming edges. It is also important that some connections are two-way; with
one-way arrows, edges between some distant worlds would be required by Γ. Observe that
owing to P-labels each world can identify (using the modal language) its horizontal and its
vertical successor.
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Fig. 1. The structure GN. Reflexive arrows at all nodes are omitted for clarity.

To show the undecidability we construct a modal formula ζ, capturing some properties of
GN, such that any model M |= ζ from KΓ locally looks like a grid. Namely, ζ says that every
element satisfying Pij has three R-successors: one in Pi+1,j , one in Pi,j+1, one in Pi+1,j+1,
and forbids connections from Pi+1,j+1 to Pi,j+1, Pi+1,j , and Pij . If we consider now any
element a in a model, we see that ζ enforces the existence of its horizontal successor ah, its
vertical successor av and its upper-right diagonal successor ad (see the right part of Fig. 1).
By ζ, the connections to these successors are one-way, so we need, by Γ, connections between
ah and ad, and av and ad. Again, by ζ, these connections has to go from ah to ad, and from
av to ad, so ad is indeed a horizontal successor of av, and a vertical successor of ah.

Below we present the details, and cover also the case of finite satisfiability, i.e., satisfiability
in the class of finite models. The technique we employ is quite standard. It is similar, e.g.,
to the technique used in [Otto 2001].

We define ζ as follows:

ζ = ζ0 ∧
∧

0≤i,j≤2

(ζ✸ij ∧ ζ
�
ij ),

where ζ0 says that each element satisfies precisely one variable from P, ζ✸ij ensures that all

elements have appropriate horizontal, vertical and upper-right diagonal successors, and ζ�ij
forbids reversing horizontal, vertical and upper-right diagonal arrows.

ζ0 =
∨̇

0≤i,j≤2
Pij ,

ζ✸ij = Pij → (✸Pi+1,j ∧✸Pi,j+1 ∧✸Pi+1,j+1),

ζ�ij = Pij → �(¬Pi−1,j ∧ ¬Pi,j−1 ∧ ¬Pi−1,j−1).

where
∨̇

0≤i,j≤2Pij means that exactly one of P00, . . . , P22 is satisfied. Note that ζ�ij admits
reflexive edges.

We encode an instance of the domino problem D = (D,DH , DV ) by a modal formula in
a standard fashion. For every d ∈ D we introduce a fresh propositional variable Qd. Let
λ0 says that each world labelled by a variable from P contains a domino piece, and let λHij
and λVij say that the pairs of elements satisfying horizontal or vertical adjacency relations
respect DH and DV , respectively. These can be expressed as follows.

λ0 =
∧

0≤i,j≤2

(Pij →
∨̇

d∈D
Qd),
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λHij =
∧

d∈D

((Qd ∧ Pij) → �(Pi+1,j →
∨

d′:(d,d′)∈DH

Qd′)),

λVij =
∧

d∈D

((Qd ∧ Pij) → �(Pi,j+1 →
∨

d′:(d,d′)∈DV

Qd′)).

We define

λD = λ0 ∧
∧

0≤i,j≤2

(λHij ∧ λ
V
ij).

Undecidability of Γ-SATG and Γ-FINSATG follows from Lemma 2.1 and the following
claim.

Claim 3.1. (i) D tiles N× N iff there exists M ∈ KΓ such that M |= ζ ∧ λD.
(ii) D tiles some Zm × Zm iff there exists a finite M ∈ KΓ such that M |= ζ ∧ λD.

Proof. As in the case of symbols Pij , when referring to ζ�ij or ζ✸ij we assume that
subscripts are taken modulo 3.

Part (i), ⇒ Let t be a tiling of N×N. We construct M by expanding GN in such a way that
for every i, j ∈ N the element (i, j) satisfies Qt(i,j). One can check that M is as required.

Part (i), ⇐ We explain how to construct a homomorphism-like function f : N× N 7→M ,
where M denotes the universe of M, such that for every i, j ∈ N: (a) M |= Pij(f(i, j)), (b)
M |= f(i, j)Rf(i+ 1, j), (c) M |= f(i, j)Rf(i, j + 1).
First we show how to define f on N× {0}. Let f(0, 0) = c for an arbitrary world c from

M satisfying P00. Such c exists owing to ζ0 and ζ✸ij . Assume inductively that for some i > 0
we have defined f(i − 1, 0) = a, and let ah be an R-successor of a satisfying Pi0. Such ah
exists owing to ζ✸i−1,0. Define f(i, 0) = ah.
Assume now that f is defined for N×[0, . . . , j−1] for some j > 0. We extend this definition

to N × {j}. Let f(0, j − 1) = a. By the inductive assumption a satisfies P0,j−1. Choose av
to be an R-successor of a satisfying P0j . Such av exists by ζ✸0,j−1. Set f(0, j) = av. Assume
inductively that we have defined f(i− 1, j − 1) = a, f(i− 1, j) = av, and f(i, j − 1) = ah.
By the inductive assumptions M |= Pi−1,j−1(a) ∧ Pi−1,j(av) ∧ Pi,j−1(ah) ∧ aRah ∧ aRav.
Choose ad to be an R-successor of a satisfying Pij . Such ad exists by ζ✸i−1,j−1. By ζ

�
ij , ah,

av and ad cannot be connected to a, so Γ enforces R-connections between ah and ad, and
between av and ad. Since ζ

✷

ij forbids connection from ad to ah, and from ad to av, it has to
be that M |= ahRad ∧ avRad. This finishes the definition of f with the desired properties.
We define a tiling t : N×N by setting t(i, j) = d for such d that f(i, j) satisfies Qd (there

is precisely one such d owing to λ0). We argue that this tiling is correct. Let (i, j) ∈ N×N.
Let a = f(i, j), ah = f(i + 1, j), av = f(i, j + 1). By property (a) of f we have M |=
Pij(a)∧Pi+1,j(ah)∧Pi,j+1(c). Properties (b) and (c) imply that M |= aRah∧aRav. Assume
that t(i, j) = d, t(i+ 1, j) = dh, t(i, j + 1) = dv and thus M |= Qd(a) ∧Qdh(ah) ∧Qdv (av).
By λVij it follows that (d, dh) ∈ DH and by λVij – that (d, dv) ∈ DV .

Part (ii) ⇒ Let l = 3k for some k ∈ Z. We define Gl to be the quotient of GN by the
relation ≈ defined as follows: (i, j) ≈ (i′, j′) iff i ≡ i′ mod l and j ≡ j′ mod l. The frame of
Gl can be seen as a grid on Zl × Zl torus with the additional diagonal edges. It is readily
checked that for every k ∈ N we have G3k |= Γ and G3k |= ζ.
If D tiles Zm × Zm then it also tiles Z3m × Z3m. Let t be a tiling of Z3m × Z3m. We

construct M by expanding G3m in such a way that for every i, j ∈ Z3m the element (i, j)
satisfies Qt(i,j). Again, checking that M is as required is straightforward.
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Part (ii) ⇐ We want to define for some k, l ∈ N a function f : Zk × Zl 7→ M satisfying:
(a) M |= Pij(f(i, j)), (b) M |= f(i, j)Rf(i+ 1 mod k, j), (c) M |= f(i, j)Rf(i, j + 1 mod l).
We define f as a partial function on N×N and then restrict it to an appropriate domain.

We first define f on N × {0}, exactly as in the proof of Part (i), ⇐. Since M is finite this
time, it has to be that f(k, 0) = f(k′, 0) for some k > k′. To simplify the presentation we
assume k′ = 0, but this assumption is not relevant. Observe that for i ∈ [0, k) we have
M |= f(i, 0)Rf(i + 1 mod k, 0). We extend the definition of f to [0, k) × N inductively.
Assume that f is defined on [0, k) × {0, . . . , j − 1}. We define it on [0, k) × {j}. For each
i ∈ [0, k) we find an element aid in M such that M |= Pi+1,j(a

i
d) ∧ f(i, j − 1)Raid. Such a

i
d

exists owing to ζ✸i,j−1. We set f(i + 1 mod k, j) = aid. Now Γ and formulae of the type ζ�

enforce for all i ∈ [0, k) that M |= f(i, j − 1)Rf(i, j), and M |= f(i, j)Rf(i+ 1 mod k, j).
Finiteness of M implies that for some l > l′ we have f ↾ [0, k) × {l} = f ↾ [0, k) × {l′}.

Again for simplicity we assume that l′ = 0. Observe that at this moment f is as desired on
Zk × Zl. We define a tiling t : Zk × Zl by setting t(i, j) = d for such d that f(i, j) satisfies
Qd (there is precisely one such d owing to λ0). As in the proof of Part (i), ⇐, properties
(a), (b), (c) of f and the formulae λHij and λVij imply that t is a correct tiling of Zk × Zl.
This guarantees that there exists also a correct tiling of Zm × Zm for m = gcd(k, l).

Now we consider the case of local satisfiability. Observe that our proof of the undecid-

ability of global satisfiability over KΓ works for the subclass KrefΓ consisting of all reflexive
structures from KΓ. This allows us to reproduce the trick from [Hemaspaandra and Schnoor

2011] and reduce global satisfiability over KrefΓ to local satisfiability over KΓ′ , for Γ′ say-
ing that each world with an incoming edge is reflexive and has an incoming edge from all
irreflexive worlds, and enforcing Γ in the substructure consisting of all the reflexive worlds:

Γ′ = (xRy ∧ ¬zRz ⇒ yRy ∧ zRy) ∧ (xRx ∧ yRy ∧ zRz ⇒ Γ).

The reduction can be carried out by requiring the existence of an irreflexive universal
world, i.e., an element connected to all relevant elements in the model.
We recall a classical observation (see, e.g., [Blackburn et al. 2001]), which will be used in

our arguments.

Lemma 3.2. Let M be a Kripke structure. If M′ is its generated substructure, i.e., it is
closed under R, then for every world a from M′, and every modal formula we have M′, a |= ϕ
iff M, a |= ϕ.

We are ready to show the reduction.

Lemma 3.3. For every modal formula ϕ, ϕ is globally satisfiable in a (finite) model from

KrefΓ iff ϕ′ = QU ∧�¬QU ∧✸⊤∧�ϕ, where QU is a fresh propositional variable, is locally
satisfiable in a (finite) model from KΓ′ .

Proof. ⇒. Let M |= ϕ be a model from KrefΓ . Let M′ be the structure consisting of
M and one additional, irreflexive world c, labelled with QU , having no incoming edges, and
having outgoing edges to the all worlds from M. Note that M is a generated substructure of
M′, so by Lemma 3.2, for its every element a, we haveM′, a |= ϕ. It implies thatM′, c |= �ϕ.
Obviously M′, c |= QU ∧ �¬QU ∧✸⊤, and thus M′, c |= ϕ′. It is straightforward to verify
that M′ ∈ KΓ′ .

⇐ Assume that for some M ∈ KΓ′ and some world c from M we have M, c |= ϕ′. Let
M′ be the structure obtained by restricting M to all worlds with at least one incoming
edge. By the first implication in Γ′ all worlds from M′ are reflexive and thus, by the second

implication, M′ ∈ KrefΓ . As M, c |= QU ∧✷¬QU it follows that c is an irreflexive world, and,
thus, by the first implication in Γ′ it has edges in M to the all worlds of M′. Consider any
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1:10 J. Michaliszyn, J. Otop, E. Kieroński

world a ∈ M′. Since M, c |= ✷ϕ, we have M, a |= ϕ. By definition M′ is closed under R, so
by Lemma 3.2, M′, a |= ϕ. As a has been chosen arbitrarily we conclude that M′ |= ϕ.

3.2. Bimodal logic over Horn-definable classes of frames

The syntax of bimodal logic extends the syntax of modal logic by the additional modalities
✸

′, �′. Its formulae are interpreted over bimodal Kripke structures containing an additional
binary relation. A bimodal Kripke frame is a triple 〈W,R,R′〉, where R,R′ ⊆W 2. A bimodal
Kripke structure is a pair (〈W,R,R′〉, π) where 〈W,R,R′〉 is a bimodal frame and π is defined
as in the case of unimodal logic. The semantics of bimodal logic extends the semantics of
modal logic by the following rules:

(vii) ϕ = ✸
′ϕ′ and there is a world v ∈W such that (w, v) ∈ R′ and M, v |= ϕ′,

(viii) ϕ = �′ϕ′ and for all worlds v ∈W such that (w, v) ∈ R′ we have M, v |= ϕ′.

First-order formulae defining classes of bimodal Kripke frames are now allowed to use two
binary symbols R, R′. E.g., if Φ = R(x, y) ⇔ R′(y, x) then KΦ is the class of all frames in
which R′ is interpreted as the inverse of R.
In the global satisfiability case the undecidability of bimodal logic can be shown over the

class of structures definable by a very simple formula zRx ∧ zR′y ⇒ xRy. However, as we
want to extend the result to cover also the local satisfiability case we use a slightly more
complicated one:

Γb = zRx ∧ xRs ∧ zRu ∧ uR′y ⇒ xRy.

The structureGb
N
, depicted in Fig. 2, is its model. The universe ofGb

N
consists of two copies

of N×N, i.e., it is equal {(i, j), (i, j) : i, j ∈ N}. Each (i, j) has an R-edge to (i+1, j), (i, j+1)

and (i, j), and it has no outgoing R′-edges. Each (i, j) has an R′-edge to (i+1, j+1), and has
no outgoing R-edges. Besides P its signature includes another set of propositional variables
P = {P ij : 0 ≤ i, j ≤ 2}. Each element satisfies precisely one propositional variable, namely,

(i, j) satisfies Pij , and (i, j) satisfies P ij . Note the role played by the atom xRs in Γb –

without it, the P-labelled worlds would have to be R-connected to some P-labelled worlds.
Our proof strategy is similar to the one we applied in the proof of Claim 3.1. We capture

some properties of Gb
N
by a modal formula ξ:

ξ = ξ0 ∧
∧

0≤i,j≤2

(ξ✸ij ∧ ∧ξ′✸ij ),

where ξ0 says that each element satisfies precisely one of the variables from the set P ∪ P,
ξ✸ij ensures that the P-labelled worlds have appropriate successors, and ξ′✸ij ensures that

P
′
-labelled worlds have appropriate successors.

ξ0 =
∨̇

0≤i,j≤2
(Pij ∨ P ij) ∧

∧

0≤i,j≤2

(¬Pij ∨ ¬P ij)

ξ✸ij = Pij → ✸Pi+1,j ∧✸Pi,j+1 ∧✸P ij ,

ξ′✸ij = P ij → ✸
′Pi+1,j+1

For a given domino system D we construct the formula λD precisely as in the previous
subsection. The undecidability of Γb-SATG and Γb-FINSATG follows now from Lemma 2.1
and the following observation, which is a counterpart of Claim 3.1 and can be proved in a
similar way.
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Fig. 2. The structure Gb
N

. Relation R′ is represented by dashed arrows. All worlds are irreflexive.

Claim 3.4. (i) D tiles N× N iff there exists M ∈ KΓb such that M |= ξ ∧ λD.
(ii) D tiles some Zm × Zm iff there exists a finite M ∈ KΓb such that M |= ξ ∧ λD.

To show undecidability of the local satisfiability problem, we use this time the fact that the
proof for the global satisfiability works for the subclass KsΓb of models containing an element
with an R-successor, and in which every element has some R-successors iff it has no R′-
successors. It allows us to use again the trick with a universal world (this time with respect
to R′-relation). Namely, we require that every element with both R- and R′-successors
is connected by R′ to every world with at least one R′-predecessor, or at least one R-
predecessor. This is obtained by modifying Γb to Γ′b:

Γ′b = (xRu1 ∧ xR
′u2 ∧ vR

′y ⇒ xR′y) ∧ (xRu1 ∧ xR
′u2 ∧ vRy ⇒ xR′y) ∧ Γb.

We recall the generalisation of Lemma 3.2 to bimodal logic.

Lemma 3.5. Let M be a bimodal Kripke structure. If M′ is its generated substructure,
i.e., it is closed under R and under R′, then for every world a from M′, and every bimodal
formula we have M′, a |= ϕ iff M, a |= ϕ.

In the following claim we reduce global satisfiability over KsΓ′b to local satisfiability over

KΓ′b , which implies the undecidablity of Γ′b-SATL and Γ′b-SATG.

Claim 3.6. For every modal formula ϕ, ϕ is globally satisfiable in a (finite) model from
KsΓ′b iff ϕ′ = ✸⊤ ∧ ✸

′⊤ ∧ �′ϕ ∧ ✷
′(✸⊤ ↔ ✸

′⊤) ∧ ✸
′
✸⊤ is locally satisfiable in a (finite)

model from KΓ′b .

Proof. Let M |= ϕ be model from KsΓ′b and b its element with an R-successor (and
thus no R′-successors). Let M′ be the structure consisting of M and one additional world
c with an outgoing R′-edge to each element of M, and with an outgoing R-edge to b. It
is straightforward to verify that M′ ∈ KΓ′b . M is a generated substructure of M′, so by
Lemma 3.5, for all a from M we have M′, a |= ϕ. Thus M′, c |= �′ϕ. By definition of KsΓ′b

it follows that also M′, c |= ✷
′(✸⊤ ↔ ✸

′⊤) ∧✸
′
✸⊤. Finally, M′, c |= ϕ′.

In the opposite direction, assume that for some M ∈ KΓ′b and some world c from M we
have M, c |= ϕ′. Let M′ be the structure obtained by restricting M to all worlds with at
least one incoming R- or R′-edge. Obviously, as a substructure of M, M′ ∈ KΓb . By Γ′b, M′

contains precisely those worlds of M which are R′-successors of c. By ϕ′ this means that
M′ ∈ KsΓ′b . Also, by its definition, M′ is closed under R and R′. Since for every a from M′

we have M, a |= ϕ it follows by Lemma 3.5 that M′, a |= ϕ. Thus M′ |= ϕ.
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4. THE DECIDABILITY

A well-known result says that every satisfiable modal formula is satisfied in a finite tree.
This tree-model property is crucial for the robust decidability of modal logics. Standard
restrictions of classes of frames lead to similar results, stating that some “nice”models exist
for all satisfiable formulae. Here we generalize those results for the classes of models that
are definable by the Horn formulae. To demonstrate our technique in a more reader-friendly
way, in this section we focus on the big picture and postpone most of the proofs to Section 5.
For the rest of this section we fix an arbitrary UHF sentence Φ.
First of all, we show that for every modal formula ϕ, if ϕ is KΦ-satisfiable then it has

a “nice” model. This is performed in a few steps. In Subsection 4.1 we define the closure
operator and we prove that each satisfiable formula has a model based on the closure of a
tree. Then, we consider the following structures.

Definition 4.1. The linear structure LZ is defined as 〈{i : i ∈ Z}, {(i, i+ 1) : i ∈ Z}〉. The
infinite binary tree T∞ is defined as 〈{s : s ∈ {0, 1}∗}, {(s, si) : s ∈ {0, 1}∗ ∧ i ∈ {0, 1}}〉.

Notice that the structure LZ, unlike typical frames in modal logic, has no world from
which all the other world are reachable. In Subsections 4.2 and 4.3 we study properties of
the closures of LZ, T∞, and we reveal the connections between properties of the closures of
arbitrary trees and properties of the closures of LZ and T∞.
Recall that Φ is not a part of an instance, therefore to prove Theorem 1.2, it is enough

to show that for every Φ there is an algorithm solving Φ-SATL. We describe the algorithms
in Sections 4.4 and 4.5.

4.1. Minimal tree-based models

We start from an arbitrary KΦ-based model M |= ϕ and unravel it (using standard unrav-
eling technique, as in [Sahlqvist 1975] and [Blackburn et al. 2001]) into a model M0 whose
frame is a tree with the degree of its nodes bounded by |ϕ|. Clearly the frame of M0 is not
necessarily a member of KΦ. Next, we add to M0 the edges implied by the Horn clauses of
Φ. This is performed in countably many steps, until the least fixed point is reached. Observe
that the resulting structure, M∞, is still a model of ϕ, and its frame belongs to KΦ.

Formally, we say that an edge (w,w′) is a consequence of Φ in M = 〈W,R〉, if for
some worlds v1, . . . , vk ∈ W and Ψ1 ⇒ Ψ2 ∈ Φ we have M |= Ψ1(w,w

′, v1, . . . , vk), and

Ψ2(w,w
′, v1, . . . , vk) = wRw′. We denote the set of all consequences of Φ in M by C

Φ
❀
(M).

We define the consequence operator and the closure operator as follows.

ConsΦ,W (R) = R ∪C
Φ
❀
(〈W,R〉)

ClosureΦ,W (R) =
⋃

i>0

Cons
i
Φ,W (R)

Note that the closure operator is the least fixed-point of Cons.

Example 4.2. Consider the tree 〈W,R〉 presented in Fig. 3 and Φ =
{xRz ∧ zRy ⇒ yRy, xRx ∧ xRy ∧ xRz ⇒ yRz}. Reflexive edges belong to ConsΦ,W (R),

dashed edges belong to Cons
2
Φ,W (R), and dotted edges belong to Cons

3
Φ,W (R). Quick check

shows that Cons
3
Φ,W (R) = Cons

4
Φ,W (R), hence Cons

3
Φ,W (R) equals ClosureΦ,W (R).

For a tree T = 〈W,R〉, we define the closure of T , as CΦ(T ) = 〈W,ClosureΦ,W (R)〉.
We denote by Φ+ the set of the clauses of Φ containing a positive literal, i.e., all clauses of
Φ except those of the form Ψ ⇒ ⊥. Note that CΦ(T ) is the smallest (w.r.t. inclusion of the
sets of edges) model of Φ+ containing all edges from R. If CΦ(T ) is a model of Φ, we call it
the T -based model of Φ.
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Fig. 3. A closure for Φ = {xRz ∧ zRy ⇒ yRy, xRx ∧ xRy ∧ xRz ⇒ yRz}.

Not all models can be obtained as closures. The following lemma shows, however, that we
can restrict our attention to models that are T -based for some tree T with bounded degree.

Lemma 4.3. If a modal formula ϕ has a KΦ-based model (global model), then there
exists a tree T with the degree bounded by |ϕ| and a labelling πT , such that

(i) 〈T , πT 〉 is a model (resp. global model) of ϕ;
(ii) 〈CΦ(T ), πT 〉 is a model (resp. global model) of ϕ that satisfies Φ.

4.2. The closures of the linear structure

We study the possible shapes of CΦ(LZ). We say that an edge (i, j) is forward if i < j,
backward if i > j, short if |i − j| < 2, and long if |i − j| ≥ 2. We say that Φ forces long
(resp. backward) edges if there is a long (resp. backward) edge in CΦ(LZ) and that Φ forces
only long forward edges if it forces long edges but it does not force backward edges.

Definition 4.4. We say that Φ satisfies

S1 if Φ does not force long edges,
S2 if Φ forces only long forward edges and there is a finite set χ ⊆ N s.t. for all i ≥ 0, b > 0,

there is an edge from i to i+ b in CΦ(LZ) iff b− 1 is in the additive closure of χ.
S3 if Φ forces long and backward edges and there exists m such that for all worlds i, i+ b,

there is an edge from i to i+ b in CΦ(LZ) iff m divides |b− 1|.

In the examples below, we abbreviate xRu1∧u1Ru2∧· · ·∧ui−2Rui−1∧ui−1Ry by xRiy.

Example 4.5. Consider a formula xR2y ⇒ yRx. Here, Property S3 is satisfied for m = 3.
For example, 0 is connected to 1, 4, 7 and so on, while 2, 5, 8 and so on are connected to 0
(see Fig. 4a). In general, formula xRiy ⇒ yRx satisfies Property S3 with m = i+ 1.

Example 4.6. Consider a formula ϕ3 ∧ ϕ4, where ϕi = xRiy ⇒ xRy. Here, Property S2
is satisfied for χ = {2, 3}. For example, 0 is connected to 1 (as in LZ), 3 (because of ϕ3), 4
(because of ϕ4), 5 (because of ϕ3, 0R3, 3R4, and 4R5), and so on (see Fig. 4b). In general,
a formula of the form ϕi ∧ ϕj satisfies Property S2 with χ = {i− 1, j − 1}.

It turns out that Properties S1, S2, and S3 cover all possible formulae.

Lemma 4.7. Φ satisfies S1, S2, or S3.

4.3. The closures of trees

The following property tells us whether Φ enforces edges between different branches of T∞.
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a)

b)

Fig. 4. Two closures of the linear structure.

Definition 4.8. We say that Φ forks at the level i if for every s ∈ T∞ with |s| = i and for
all t, t′ ∈ {0, 1}∗ there are no edges between s0t and s1t′ in CΦ(T∞). By gΦnf we denote the
smallest number i such that Φ does not fork at the level i. If Φ forks at all the levels we say
that Φ has the tree-compatible model property (TCMP) and put gΦnf = ∞.

The following tool plays a crucial role in our proofs.

Definition 4.9. A function f from M1 into M2 is a morphism iff for all worlds w,w′ if
M1 |= wRw′, then M2 |= f(w)Rf(w′).

The morphism between structures is also a morphism between their closures.

Observation 4.10. Let M1,M2 be frames and f be a function from M1 into M2. If
f is a morphism from M1 into M2, then f is a morphism from CΦ(M1) into CΦ(M2).

It is not hard to see that if Φ has TCMP, then in all tree-based models of Φ there are
no edges among the worlds from disjoint subtrees. Indeed, if there is an edge between two
different subtrees S1,S2 of a model M, one can define a morphism from M to T∞ which
maps S1 and S2 into disjoint subtrees of T . This implies that some world above S1 and S2

does not fork, and Φ does not have TCMP.
We reveal why linear structures are important. In the tree-compatible case, along each

path almost all worlds are connected as in the linear structure. The only exception is for
the worlds that are close to the “ends” of the model.
We often use the morphism that maps the worlds of trees to the worlds of LZ, hT : T →

LZ, defined as hT (v) = i, where i is the length of the path from the root of T to v.

Lemma 4.11. There exists a constant gΦin < ∞ such that for any tree T and any gΦin -
inner worlds vi, vj at the same path there is an edge from vi to vj in CΦ(T ) iff there is an
edge from hT (vi) to hT (vj) in CΦ(LZ).

By applying the above lemma we prove the following.

Lemma 4.12. If Φ satisfies S3, then it does not have the tree-compatible model property.

Proof. Assume that Φ satisfies S3 for some m > 0. Let k = gΦin . By Lemma 4.11 we
see that there are edges from 0k+(i+1)(m−1) to 0k+i(m−1) in CΦ(T∞) for every i ≥ 0. Define
h : LZ → CΦ(T∞) as h(x) = 0k−x(m−1) for x < 0 and h(x) = 0k1x otherwise. Clearly h is a
morphism, and by Observation 4.10 it is also a morphism from CΦ(LZ) to CΦ(T∞). Since in
CΦ(LZ) there is an edge from 1 to 1−m+ 1, there is also an edge from 0k1 to 0k+m(m−1)

and therefore Φ does not fork on the level k.
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Lemma 4.11 characterizes the edges in the closure between the worlds that are on the same
path in a tree. If the formula has TCMP, then it characterizes all the edges in the closures.
Below we study formulae that do not fork at some level. We start from two definitions.

Definition 4.13. Worlds w,w′ of a frame M are equivalent if for all worlds u we have
uRw iff uRw′.

Definition 4.14. We say that structures M = 〈W,R, π〉 and M′ = 〈W ′, R′, π′〉 are in-
distinguishable w.r.t. ϕ if (1) the sets of types realized in M and M′ are the same, i.e.,
{tpϕM(w) : w ∈W} = {tpϕM′(w) : w ∈W ′}; (2) types of the common worlds are the same,
i.e., for all w ∈W ∩W ′ we have tpϕM(w) = tpϕM′(w).

If M and M′ are indistinguishable w.r.t. ϕ, then ϕ is globally satisfied in M iff its globally
satisfied in M′ and ϕ is locally satisfied in some world of M iff its locally satisfied in some
world of M′.
The following observation implies that each satisfiable formula has a model that does not

contain a set of equivalent worlds of the cardinality greater than |ϕ|.

Observation 4.15. Let M be a model of ϕ over universe W and X ⊆ W be a set of
pairwise equivalent worlds. Then X can be divided into disjoint sets Y, Z such that |Z| < |ϕ|
and M′ and M↾W\Y are indistinguishable w.r.t. ϕ.

The proof is straightforward – we put in Z one world for each subformula of ϕ satisfied
by some world in X. Clearly |Z| < |ϕ|.
We argue that if gΦnf <∞, then in structures reachable from worlds at the level gΦnf such

equivalence is very common.

Lemma 4.16. Assume that Φ does not have TCMP. Then, there is a constant gΦeq <∞

such that gΦeq ≥ gΦnf and for each tree T with a bounded degree, a world w at the level gΦeq
in CΦ(T ), and all i, all the gΦeq -followed descendants of w at the level gΦeq + i are equivalent
in the frame CΦ(T ).

Example 4.17. Consider the formula Φ = {ϕ1, ϕ2}, where ϕ1 = xRz ∧ zRy ⇒ yRy and
ϕ2 = xRx∧xRy∧xRz ⇒ yRz, and the tree in Fig. 3. The formula ϕ1 enforces the following
property: each world that has a predecessor that has a predecessor is reflexive. The formula
ϕ2 makes the relation R Euclidean except for the non-reflexive worlds. Formula Φ forks at
the first two levels.

Let PM(w) denote the set of predecessors of w in M. We extend this notion to sets by
defining PM(X) =

⋃
w∈X PM(w). We also extend these notions to Kripke structures in the

obvious way. Finally, for d > 0 we define P dM(w) = {v : v ∈ PM(w), v is d-inner in M}.
Consider a world w of a frame of the form CΦ(T ). The original path of w, denoted by w

is the unique path from the root to w in T . For an original path wi = w1 . . . wi, we denote
the world wk by wk and the world wi−k by w−k.
A sequence is b-bounded if it consists of at most b numbers from [0, b].
For a world w with |w| = i, the profile of w, denoted as prof (w, b, g), is the following

pair: (bs(w, b), i mod g), where bs(w, b) denotes the b-bounded sequence pmax(1,i−b), . . . , pi
such that each pk is the maximum number not greater than b such that wk is pk-followed
in its model. We say that a pair (p, i) is a possible (b, g)-profile if p is a b-bounded sequence
and 0 ≤ i < g. Note that for a given b and g, there are only finitely many different possible
(b, g)-profiles.
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We say that a triple (C,D,E) is a predecessors generator of a world w if C,D,E ⊆
{1, . . . , |w|} and the following holds

PM(w) = {wd : d ∈ D} ∪ {w−d : d ∈ E} ∪
⋃

c∈C

P bM(w−c)

The following lemma shows that the set of the predecessors of a given world can be
computed based on the information of a bounded number of its predecessors.

Lemma 4.18. Let Φ be a formula satisfying S2 with χ. There is a constant gΦbs < ∞

such that for each possible (gΦbs , gcd(χ))-profile l there is a predecessors generator PGΦ
l such

that for each world w of a model CΦ(T ) s.t. |w| > gΦbs and l = prof (w, gΦbs , gcd(χ)), PG
Φ
l is

a predecessors generator of w.

Finally, we define gΦpre as the maximum of gΦbs and the maximal number that appears in all

the predecessors generators of the form PG
Φ
l for all the possible profiles prof (w, gΦbs , gcd(χ)).

The intuitive meaning of gΦpre is as follows. If an algorithm keeps in memory the first gΦpre
and the last gΦpre worlds of w, then for each predecessor v of w it keeps v or some successor
of v different than w. We will use it in the algorithm to deal with the subformulae such as
p→ �¬q.
To simplify the notation, we define gΦ = max {gΦpre , g

Φ
bs , g

Φ
in , g

Φ
nf , g

Φ
eq}.

4.4. Formulae with the tree-compatible model property

This subsection contains a high-level description of algorithms for the formulae satisfying the
tree-compatible model property. The efficient algorithms are, however, quite complicated. To
help the reader understand the key ideas, we presented here simpler (inefficient) algorithms,
and we do not discuss some details. The detailed discussion and the efficient algorithms are
given in Section 6.
Assume that Φ has the tree-compatible model property and let ϕ be a modal formula.

By Lemma 4.11, if ϕ has a model, then there is a tree T such that ϕ has a model based
on CΦ(T ). By Lemma 4.12, we know that Φ satisfies S1 or S2, i.e., CΦ(T ) does not contain
long backward edges.
The algorithms solving Φ-SATL and Φ-SATG are alternating algorithms, which try to

construct such a model in a top-down fashion. Below we describe only the algorithm for the
local satisfiability problem.
The alternating algorithm computes a list of formulae that have to be satisfied (initially

the list contains ϕ) by a current world, guesses types of its successors, checks if the world
satisfies all the formulae, and then calls itself universally for all the successors.

To construct the list of formulae that have to be satisfied in a world, we need to know
the list of the types of predecessors of this world. Recall that the algorithm attempts to
construct a model without edges between different branches and long backward edges. A
naive solution would be to keep the whole path from the root to the current node along
with the guessed types of these worlds. We observe that this can be avoided.

To define the accepting condition, we simply add a counter that counts the number of
universal calls (which is equal to the depth of the current node) and simply accept if the
value of the counter is large enough to ensure that some configuration has been visited
twice. Below we argue that the algorithm can be implemented in such a way that it uses
only O(2|ϕ|) memory.
If Φ satisfies S1, then it is enough to remember only one world. Below we focus on the

formulae that satisfy S2.
Assume that Φ satisfies S2. The algorithm first guesses the first gΦ levels of the constructed

model. Then, consider a model CΦ(T ) and a path v1 . . . vs in T . The algorithm guesses the
type, the number of the successors and the profile of vs. Next, it computes the set A of
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types of the predecessors of vs. By Lemma 4.18 it can be computed given the types of initial
worlds v1, . . . , va, recent words vs−b, . . . , vs−1 and the sets of types of gΦin -inner predecessors
of recent worlds vs−c, . . . , vs−1, where a, b, c depend only on Φ, and not on s. Finally, the
algorithm verifies whether the type of vs is consistent with A and recursively calls itself on
successors of vs (and verifies that the profile of vs has been guessed correctly). The described
algorithm requires only O((a+ b) · |ϕ|+ c · 2|ϕ|) memory.

4.5. Formulae without the tree-compatible model property

Let Φ be a formula without the tree-compatible model property. Recall that two worlds
w,w′ of a frame M are equivalent if for each world u we have uRw iff uRw′. We are going
to exploit the property guaranteed by Lemma 4.16. We start with the observation that if
we have two equivalent worlds v, w with the same types, then we can remove one of them.

Observation 4.19. Let M = 〈W,R, π〉 be a KΦ-based (global) model of a modal formula
ϕ. If for all subformulae ψ of ϕ satisfied by a world w there is a world w′ 6= w of M such
that w,w′ are equivalent and w′ satisfies ψ, then for W ′ = W \ {w}, M↾W ′ is a KΦ-based
(global) model of ϕ.

The proof is straightforward — the types of the remaining worlds do not change.
Let M be a tree-based model based on the frame CΦ(T ). We denote by level i of M the

set of worlds from M such that the length of the path from root to w in T (notice that T
is a tree) is equal i.

Observation 4.20. Let ϕ be a formula satisfiable over KΦ. Then there is a KΦ-based
model M of ϕ such that the size of each level of M is bounded polynomially in |ϕ|.

First, observe that the number of worlds at level i can be bounded by |ϕ|i because Lemma
4.3 guarantees that the degree of the tree is bounded by |ϕ|. It follows from Lemma 4.16
that for all worlds w at the level gΦ and all i > 2gΦ, all descendants of w at the level i are
equivalent. Therefore, by Observation 4.15, we can remove all but |ϕ| of them. Since the

number of worlds at the level gΦ can be bounded by |ϕ|g
Φ

, the number of worlds at the

level i > 2gΦ can be bounded by |ϕ|g
Φ

· |ϕ|, so polynomially in |ϕ|.
Observation 4.20 says that we can reduce the number of worlds needed at each level and

bound them by some polynomial of |ϕ|. The existence of such models can be verified by a
non-deterministic machine working in polynomial space that first guesses first 2gΦ levels, and
then recursively guesses and verifies the consecutive levels, similarly to the tree-compatible
case. Since the number of worlds needed at each level can be bounded polynomially in
|ϕ|, such an algorithm works in NPSpace=PSpace [Savitch 1970]. We conclude that the
satisfiability problem is in PSpace. This ends the proof of Theorem 1.2. However, it does
not lead to the optimal complexity.

5. PROPERTIES OF CLOSURES

In this section we prove the lemmas. As in the previous section, we fix a formula Φ ∈ UHF.
By n we denote the number of variables in Φ.

5.1. Proof of Lemma 4.3

Lemma 4.3. If a modal formula ϕ has a KΦ-based model (global model), then there
exists a tree T with the degree bounded by |ϕ| and a labelling πT , such that

(i) 〈T , πT 〉 is a model (resp. global model) of ϕ;
(ii) 〈CΦ(T ), πT 〉 is a model (resp. global model) of ϕ that satisfies Φ.

Proof. Assume that there exist M = 〈W,R, π〉 and u0 ∈ W such that M |= Φ and
M, u0 |= ϕ. We construct M0 = 〈T , πT 〉, where T = 〈W0, R0〉, by unravelling of M as
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follows. The universeW0 consists of finite sequences of elements ofW . We defineW0 and R0

inductively. Initially, we put (u0) ∈W0. Assume that (u0, . . . , uk) ∈W0. Let ✸ψ1, . . . ,✸ψs
be all formulae of the form ✸ψ from tpϕM(uk). There exist u1k+1, . . . , u

s
k+1 ∈ W , such that

for every i ∈ {1, . . . , s} we have M |= ukRu
i
k+1 and ψi ∈ tpϕM(uik+1). For each such i we

put (u0, . . . , uk, u
i
k+1) into W0 and add ((u0, . . . , uk), (u0, . . . , uk, u

i
k+1)) to R0. We define

πT as πT ((u0, . . . , uk)) = π(uk). Observe that T is a tree in which the degree of every node
is bounded by |ϕ|.
Let f :W0 7→W be defined as f((u0, . . . , uk)) = uk. Observe that:

(i) for every ~u = (u0, . . . , uk) ∈W0 we have πM0
(~u) = πM (f(~u)),

(ii) for all ~u1, ~u2 ∈W0, M0 |= ~u1R ~u2 implies M |= f( ~u1)Rf( ~u2), and
(iii) for all ~u = (u0, . . . , uk) ∈W0, uk+1 ∈W if M |= ukRuk+1, then there exists u′k+1 ∈W

such that (1) tpϕM(uk+1) = tpϕM(u′k+1) and (2) M0 |= (u0, . . . , uk)R(u0, . . . , uk, u
′
k+1).

Having the conditions (i), (ii) and (iii), one can show, by induction on the modal depth
of a formula, that for every ~u ∈W0, tp

ϕ
M0

(~u) = tpϕM(f(~u)). This implies that T , (u0) |= ϕ.
Observe that if M0 is substituted by CΦ(M0), the conditions (i) and (iii) are preserved.

The condition (ii) states that f is a morphism from M0 to M. Due to Observation 4.10, f
is a morphism of CΦ(M0) to CΦ(M). Since M satisfies Φ, CΦ(M) = M and f is a morphism
of CΦ(M0) to M. Therefore, condition (ii) is preserved as well. Thus, CΦ(M0) satisfies ϕ.
It remains to be shown that CΦ(M0) satisfies Φ. By definition CΦ(M0) satisfies every

Ψ1 ⇒ Ψ2 from Φ+. Suppose that CΦ(M0) does not satisfy Ψ ⇒ ⊥ from Φ; there are
some ~w1, ~w2, ~v1, ~v2, . . . , ~vk such that CΦ(M0) |= Ψ( ~w1, ~w2, ~v1, ~v2, . . . , ~vk). But then M |=
Ψ(f( ~w1), f( ~w2), f(~v1), f(~v2), . . . , f( ~vk)). This contradicts the assumption that M |= Φ.

5.2. Proof of Lemma 4.7

Lemma 4.7. Φ satisfies S1, S2, or S3.

We use the following fact that can be easily proved by employing Euclidian algorithm.

Fact 5.1. Assume that X is a (possibly infinite) set of positive numbers that is closed
under addition. Then, there exists a finite subset X ′ of X such that gcd(X) = gcd(X ′).
Moreover, for each x > lcm(X ′), gcd(X ′) divides x iff x ∈ X.

The following definition will prove useful in the sequel. For s ∈ Z and frames M1,M2

over the universe {i : i ∈ Z} we define the shift shs : M1 7→ M2 as shs(i) = i+ s. Let
M be a frame over the universe {i : i ∈ Z} that contains LZ. We say that M is uniform
if for every s ∈ Z the shift shs is an automorphism of M. We say that M is closed under
composition iff for every world i, positive k and a1, a2, . . . , ak ∈ Z:

(1) if M |= iRi+ k and M |= iRi+ a1 ∧ . . . ∧ i+ ak−1Ri+ ak then M |= iRi+ ak, and

(2) if M |= iRi− k and M |= i+ akRi+ ak−1 ∧ . . . ∧ i+ a1Ri then M |= iRi+ ak.

A frame N is the composite closure of M iff N is the least (w.r.t. the relation R) closed
under composition frame containing M.

For every s ∈ Z, shs is an automorphism of LZ onto itself, therefore by Observation 4.10,
shs is a morphism of CΦ(LZ) onto itself. Hence, CΦ(LZ) is uniform. As CΦ(LZ) is closed
under consequences and it is uniform, one can easily show that CΦ(LZ) is closed under
composition. In consequence we have the following:

Lemma 5.2. Frame CΦ(LZ) is uniform and closed under composition.

For any uniform and closed under compositionN we defineXN ,i
Φ = {a : N |= iRi+ a+ 1}

and XN
Φ = XN ,0

Φ . For every i the function shi is an automorphism of N , hence XN ,i
Φ = XN

Φ .

ACM Transactions on Computational Logic, Vol. 2, No. 6, Article 1, Publication date: August 2015.



On the Decidability of Elementary Modal Logic 1:19

Lemma 5.3. Let N be a uniform frame closed under composition.

(i) If x, y ∈ XN
Φ and x ≥ 0, then x+ y ∈ XN

Φ .
(ii) If x, y ∈ XN

Φ and s, x ≥ 0, then x+ sy ∈ XN
Φ .

(iii) For every a > 2, if −a ∈ XN
Φ , then a ∈ XN

Φ .
(iv) If XN

Φ contains a positive number, then for all a ≥ 0, if −a ∈ XN
Φ , then a ∈ XN

Φ .

Proof. For the (i) part, observe that if N |= 0Rx+ 1 and N |= 0Ry + 1, where x > 0,
then N |= (0Ry + 1)∧ (y + 1Ry + 2)∧ . . .∧ (i+ y + xRi+ y + x+ 1). Hence, as composite

closure, N satisfies iRi+ x+ y + 1 and x+ y ∈ XN
Φ . Property (ii) follows from a straight-

forward induction based on (i).
For (iii), note that if N |= 0R−(a− 1) where a > 2, then due to uniformity we have in

N that a+ 1R2 and 2R−a+ 3. Therefore, by composition of N |= 0R−(a− 1) and N |=

a+ 1R2∧2R−a+ 3∧−a+ 3R−a+ 2∧−a+ 2R−a+ 1 ∧ · · · ∧ −1R0 we get N |= 0Ra+ 1.
Finally, for (iv), let b ∈ XN

Φ be a positive number and a ≥ 0. If a = 1, then by Property
(ii) for x = b, y = −1 and s = b− 1 we have a ∈ XΦ. If a = 2, then consider two cases. If b
is odd, we use Property (ii) for x = b, y = −a and s = (b+ 1)/2 to show that 1 ∈ XN

Φ and,
by (i), that 2 = 1+1 ∈ XN

Φ . If b is even, use Property (ii) for x = b, y = −a and s = b/2−1
to show that 2 ∈ XN

Φ . If a > 2, then the statement follows from Property (iii).

Now we consider the case when CΦ(LZ) contains long backward edges.

Lemma 5.4. Suppose that a uniform, closed under composition frame N contains a back-
ward edge and a long edge. There exists a finite subset X ′ of XN

Φ such that gcd(X ′) =
gcd(XN

Φ ) and, for every b, N |= iRi+ b+ 1 iff gcd(X ′) divides b.

Proof. Due to Lemma 5.3 (iv), for every b > 0, −b ∈ XN
Φ implies b ∈ XN

Φ , therefore
gcd(XN

Φ ) = gcd(X+), where X+ contains all positive elements from XN
Φ . By Fact 5.1, there

exists finite X ′ such that for every b > lcm(X ′) we have N |= iRi+ b+ 1 iff gcd(X ′) divides
b. We show that for every b ∈ Z, we have b ∈ XN

Φ iff gcd(X ′) divides b.
Of course, all elements of XN

Φ are divisible by gcd(X ′). Suppose that b ∈ Z is divisible
by gcd(X ′). Since N contains backward edges and long edges, there exists aj ∈ XN

Φ such
that aj < −1. From Lemma 5.3 we know that −aj ∈ XN

Φ and, moreover, for any s ≥ 0,
b+ s · (−aj) ∈ XN

Φ . Let s be such that b′ = b+ s · (−aj) > lcm(X ′). Since gcd(X ′) divides
b and −aj , b

′ ∈ XN
Φ . Due to additivity of XN

Φ , we conclude that b = (b′ + s · aj) ∈ XN
φ .

We are ready to prove Lemma 4.7. If CΦ(LZ) contains no long edges, then Φ satisfies S1
and we are done. If CΦ(LZ) contains only forward edges, then we define χ to be a minimal

set such that X
CΦ(LZ)
Φ is the additive closure of χ (it exists thanks to Fact 5.1). If CΦ(LZ)

contains long and backward edges, then Lemma 5.4 implies that there is some m such that
for all worlds i, i+ b, there is an edge from i to i+ b if and only if m divides |b− 1|.

5.3. Proof of Lemma 4.11

Lemma 4.11. There exists a constant gΦin < ∞ such that for any tree T and any gΦin -
inner worlds vi, vj at the same path there is an edge from vi to vj in CΦ(T ) iff there is an
edge from hT (vi) to hT (vj) in CΦ(LZ).

For each s ∈ N∞, we define Is = LZ↾Ws
, where Ws = {i : 0 ≤ i < s}. Lemma 4.11 follows

from the following.

Lemma 5.5. There exists gΦin , that depends only on Φ, such that for every s > 2 · gΦin if
u, v are gΦin -inner in CΦ(Is), then CΦ(Is) |= uRv iff CΦ(LZ) |= uRv.
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Indeed, the proof of “⇒” is a simple application of Observation 4.10 to the morphism hT .
For the “⇐”, let v0, v1, . . . be a path containing vi and vj such that vi, vj are gΦin -inner in
this path and let s ∈ N∞ be the length of this path. Then this path is isomorphic with Is.
Due to Lemma 5.5 there is an edge from hT (vi) to hT (vj) in CΦ(LZ) if and only if there is
such an edge in CΦ(Is), and therefore there is such an edge in CΦ(T ).
The rest of this subsection is devoted to the proof of Lemma 5.5. We prove it in several

steps. In Lemma 5.6 we show some basic properties of the closures of frames CΦ(Is). Then,
we define the notion of regularity. In Lemma 5.8 we prove that any closed under composition,
uniform, regular frame M has the following property: for any finite sequence of worlds, we
can find another sequence of worlds such that the subframes defined by these sequences
are isomorphic, and the latter sequence consists of worlds i1, . . . , ik such that the numbers
i1, . . . , ik are contained in an interval bounded by some function depending only on k and
Φ. Roughly speaking, it means that each configuration of worlds that appears in M appears
also with worlds fairly close to one another, so an edge (i, j) in the closure can be obtained
by applying the closure operator to worlds that are “close” to i or j.

Then we define the approximations of the frame CΦ(LZ) — an infinite sequence of frames
that converge to CΦ(LZ). In Lemma 5.9 we show that all the elements of this sequence
(except for, perhaps, a few initial ones) are regular, and that the sequence stabilise after a
finite index. This allows us to prove Lemma 5.5 by induction on this sequence.

Lemma 5.6. Let s ∈ N∞.

(i) Let k be the maximal number such that v is k-preceded (k-followed) in Is. If v is k+1-
preceded (resp. k + 1-followed) in CΦ(Is), then it is ∞-preceded (resp. ∞-followed) in
CΦ(Is).

(ii) If i, i+ j are ∞-inner in CΦ(Is), then there is a morphism f from LZ into CΦ(Is)
such that f(i) = i and f(i+ j) = i+ j.

For (i) of Lemma 5.6, we observe that increase of k in k-preceded (resp., k-followed) case
involves formation of a cycle. For (ii) one can easily construct such a morphism from LZ

into CΦ(Is) and extend it to a morphism from CΦ(LZ) into CΦ(Is).

Definition 5.7. A frame M over the universe {i : i ∈ Z} is t, p-regular for t, p ∈ N if for
all b > 0 (i) if M |= iRi+ b+ 1 then p divides b; and (ii) if b > t and p divides b, then
M |= iRi+ b+ 1. We say that M is regular if it is t, p-regular for some t, p. The period of
a regular frame M, denoted by pi(M), and the threshold of M, denoted by tr(M), are the
numbers such that M is tr(M), pi(M)-regular and for all p, t such that M is t, p-regular,
p = pi(M) and t ≥ tr(M).

Lemma 5.8. Let M be a closed under composition, uniform, regular frame and u1, . . . , uk
be a sequence of integers. There is a sequence v1, . . . , vk such that for every i, j ∈ {1, . . . , k}

(1 ) M |= uiRuj iff M |= viRvj,

(2 ) ui ≤ uj iff vi ≤ vj, and
(3 ) |vi − vj | ≤ k · tr(M) + pi(M).
(4 ) |vi − vj | = |ui − uj | mod pi(M) and |vi − vj | ≥ tr(M) iff |ui − uj | ≥ tr(M).

Moreover, for any a, b ∈ {1, . . . , k} there is a sequence v′1, . . . , v
′
k such that v′a = ua,

v′b = ub and for every i, j ∈ {1, . . . , k} M |= uiRuj iff M |= v′iRv
′
j and min(|v′i − v′a|, |v

′
i −

v′b|) < (k − 1) · tr(M) + pi(M).

Proof. Without loss of generality, assume that the sequence u1, . . . , uk is ascending.
Let j be such uj+1−uj > tr(M)+pi(M). Define u′j+i = uj+i−pi(M) for all 1 ≤ i ≤ k− j.
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Since M is uniform, the relations among u′j+1, . . . , u
′
n are the same as the relations among

uj+1, . . . , un.

Consider i ≤ j and i′ > j. As u′i′−ui−1 ≥ tr(M), the following statements are equivalent:

(i) there is an edge between u′i′ and ui;

(ii) pi(M) divides u′i′ − ui − 1;
(iii) pi(M) divides u′i′ − ui − 1 + pi(M) = ui′ − ui − 1;
(iv) there is an edge between ui′ and ui.

Clearly, u1, . . . , uj , u
′
j+1, . . . , u

′
k satisfies (1) and (2), and u′j+1 − uj < uj+1 − uj . By

iterating the operation defined above finitely many times we obtain sequences that satisfy
the required properties.

LetW = {i : i ∈ Z} be the domain of CΦ(LZ) and R be any set of edges overW . We define
Rs as a number such that 〈0, Rs〉 ∈ ConsΦ(R) \R and for every b, if 〈0, b〉 ∈ ConsΦ(R) \R,
then |b| > |Rs| or |b| = |Rs| and b ≤ Rs. If ConsΦ(R) \R = ∅, we put Rs = 1.

We define the sequence of approximations N0,N1, . . . of CΦ(LZ) in the following way:

—N0 = LZ = 〈W,R0〉 and
—Np+1 = 〈W,Rp+1〉 is the composite closure of 〈W,Rp ∪ {(i, i+Rsp) : i ∈ Z}〉.

Clearly, the limit of the sequence N0,N1, . . . is CΦ(LZ) and all approximations are closed
under composition and uniform.

Lemma 5.9. Let N0,N1, . . . be the sequence of approximations of CΦ(LZ). For every n,
if NΦ

p contains long edges, then NΦ
p is regular. Moreover, the sequence stabilises after some

finite index.

Proof. We prove the lemma by induction.
The induction base. If Np is the first frame containing a long edge, then Np−1 is equal to
LZ or a reflexive or symmetric closure (or both) of LZ. A quick check shows that in this
case both the threshold and period of NΦ

p are bounded by n.
The induction step. Assume that Rsp > 0. First, we show that Rsp ∈ [1, n·tr(Np)+pi(Np)−1].
Suppose that Rsp > n ·tr(Np)+pi(Np). The edge (0, R

s
p) is implied by the formula Φ applied

to some worlds u1, . . . , un with us = 0 and ut = Rsp for some s, t. Let v1, . . . , vn be a result of
application of Lemma 5.8 to the sequence u1, . . . , un and the frameNp. Since the connections
among v1, . . . , vn are the same as among u1, . . . , un, the edge (vs, vt) is a consequence of Φ
in Np. If (vs, vt) was an edge in Np, then, by Property 4 of Lemma 5.8, (0, Rsp) would be an

edge as well. But it is not the case by the definition of Rsp. The existence of the edge (vs, vt)
contradicts the minimality of Rsp. Therefore R

s
p ≤ n · tr(Np) + pi(Np).

Let j = Rsp − 1. If j is divisible by pi(Ni), then Np+1 is tr(Np), pi(Np)-regular. Assume
otherwise, that j is not divisible by pi(Np). Let P = gcd(pi(Np), j) and T = tr(Np) + j ·
pi(Np). Every number divisible by P from the interval [0, pi(Np) − 1] is the remainder of
some number from {j, 2 · j, . . . , pi(Np) · j} from division by pi(Np). Hence, every number
b ≥ 0 divisible by P is equal to αj+βpi(Np) where α ∈ {1, . . . , pi(Np)} and β ∈ Z. If b > T ,

then βpi(Np) > tr(Np) and βpi(Np) ∈ X
Np

Φ . Thus, for every b ≥ T , if P divides b, then

b ∈ X
Np+1

Φ . On the other hand, the frame M = 〈{i : i ∈ Z}, {(i, i+ αP ) : i ∈ Z, α ≥ 0}〉 is
closed under composition and it contains the frame Np and the edges {(i, i+ j + 1) : i ∈ Z}.

This implies that Np+1 is contained in M and if b ∈ X
Np+1

Φ , then P divides b. Hence, the
threshold of Np+1 is bounded by T and the period is equal P .

Now assume that Rsp < 0. Then, Np+1 satisfies the condition of Lemma 5.4, i.e., there
exists d such that iRp+1j iff d | j−1− i. Of course, d is the period of Np+1 and its threshold
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is equal 0. Moreover, since d divides all b ∈ X
Np

Φ and X
Np

Φ contains a number from the
interval [2, n] we have d ≤ n.

Clearly, for all i we have pi(Ni) ≥ pi(Ni+1), i.e., the period never increases. Furthermore,
if pi(Ni) = pi(Ni+1), then tr(Ni) = tr(Ni+1). Since |R

s
p| < n · tr(Np)+pi(Np), there is only

a finitely many edges that can be added before the period changes. Therefore, the sequence
N0,N1, . . . stabilises after finitely many steps.

Proof of Lemma 5.5. Clearly, for every s and all u, v ∈ Is, CΦ(Is) |= uRv implies
CΦ(LZ) |= uRv. Let N0,N1, . . . be the sequence of approximations of CΦ(LZ). Due to
Lemma 5.9, N0,N1, . . . stabilises after finitely many steps, i.e. there is p′ such that Np′ =
CΦ(LZ). Thus, there exists T and P that are the upper bounds on the threshold and the
period of the regular frames among N0,N1, . . .. Let b(p) = pn(T +n). We show by induction
on p that if i, i+ j + 1 are b(p)-inner in Is andNp |= iRi+ j + 1, then CΦ(Is) |= iRi+ j + 1.
We conclude that for the stabilising index p′ (such that Np′ = CΦ(LZ), which exists by
Lemma 5.9), gΦin = b(p′) satisfies the statement of the lemma.
The induction base. The frame N0 = LZ contains only short, forward edges that are also in
Is and therefore in CΦ(Is).
The induction step. If Np+1 = Np then we are done. Otherwise, assume that for all s > 0, i ∈
Z if i, i+ j + 1 are b(p)-inner in CΦ(Is) and Np |= iRi+ j + 1, then CΦ(Is) |= iRi+ j + 1.

We assume that Np contains only forward edges; we argue below that if Np contains a
backward edge we can stop induction. We proceed in two steps: In Step 1 we show that for
all s > 0, i ∈ Z if i, i+Rsp are b(p + 1)-inner in CΦ(Is), then CΦ(Is) |= iRi+Rsp. Next, in

Step 2 we show that Step 1 implies the induction hypothesis.
Step 1: Let u1, u2, . . . , un, with u1 = i and u2 = i+Rsp, be the worlds that imply the

edge (i, i+Rsp) in Np+1. We consider two cases. If Np = LZ, then we may assume that

u1, u2, . . . , un are contained in {i− n, . . . , i+ n− 1, i+ n}, so if i is n-inner in Is, then
CΦ(Is) |= iRi+Rsp.

Otherwise, the frame Np contains a long edge and, therefore by Lemma 5.9, it is regular.
Clearly, |Rsp| < tr(Np+1)+pi(Np+1) ≤ T+n. Thus, by Lemma 5.8 applied to u1, u2, . . . , with
a = 1 and b = 2, we can assume, without loss of generality, that for every i ∈ {1, . . . , k},
if x, y ∈ N are such that ui = x, ui+1 = y, then |x − y| ≤ kT + n. Thus, if u1, u2 are
b(p+ 1)-inner, then all u1, . . . , uk are b(p)-inner. By the inductive hypothesis for all v, v′ ∈
{u1, . . . , un}, if Np |= vRv′, then CΦ(Is) |= vRv′. Hence, CΦ(Is) |= iRi+Rsp.

Step 2: If Rsp ≤ 0, then for any s > 0 if some worlds i, i+Rsp are b(p + 1)-inner in Is,

then, by CΦ(Is) |= iRi+Rsp, we have i, i+Rsp, i+Rsp + 1, . . . , i is a cycle, and therefore

i and i+Rsp are ∞-inner in CΦ(Is). If some world i is not b(p + 1)-preceded in Is but it

is b(p + 1)-preceded in CΦ(Is), then by Lemma 5.6 (i) it is ∞-preceded and, since it has
a ∞-inner descendant, it is ∞-preceded. Therefore all b(p + 1)-inner worlds in CΦ(Is) are
∞-inner. For any ∞-inner worlds i, i+ j Lemma 5.6 (ii) shows that if CΦ(LZ) |= iRi+ j
then CΦ(Is) |= iRi+ j. This proves the lemma and therefore we can stop the induction
here.
It remains to consider the case when Rsp > 1. Let r = Rsp − 1. We observe that X

Np+1

Φ =

{j + αr : α ≥ 0, j ∈ X
Np

Φ }, i.e., X
Np+1

Φ is the additive closure of X
Np

Φ ∪ {r}. Indeed, the set

X
Np+1

Φ contains X
Np

Φ ∪ {r} and Lemma 5.3 implies that X
Np+1

Φ is additively closed. Con-
versely, for every additively closed set Y the frame 〈{i : i ∈ Z}, {(i, i+ j + 1) : i ∈ Z, j ∈ Y }〉
is closed under composition. Thus, we have to show that for every s, α, i ∈ N, if

i, i+ j + αr + 1 are b(p + 1)-inner in Is and j ∈ X
Np+1

Φ , then CΦ(Is) |= iRi+ j + αr + 1.
We show that by induction on α.
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Fig. 5. The frames

Ys
t on the left (see Section 5.4) and ̂Vp

l
on the right (see Section 5.5), where l = p1, . . . , pb.

The frame Vp

l
results from ̂Vp

l
by removing the infinite path.

The base case, α = 0, follows from the inductive hypothesis for p.
The induction step. Let t = s−(j+r(α−1)). Assume that i, i+ j + αr + 1 are b(p+1)-inner
in Is.
Consider a function f defined as follows:

f(p) =

{
p if p ≤ i+ r
p+ j + (α− 1) · r if p > i+ r

When, p 6= i + r, f(p), f(p+ 1) are successive worlds in Is, thus Is |= f(p)Rf(p+ 1).
For p = i + r, f(i+ r) = i+ r and f(i+ r + 1) = i+ j + (α− 1)r + 1. By the induction

assumption CΦ(Is) |= i+ rRi+ j + (α− 1)r + 1, thus Is |= f(i+ r)Rf(i+ r + 1). Hence,

f is a morphism from It into CΦ(Is). By Observation 4.10 f is a morphism from CΦ(It)
into CΦ(Is).
Since i, i+ j + αr + 1 are b(p + 1)-inner in Is, i+ r is b(p + 1)-inner in It. Hence,

CΦ(It) |= iRi+ r − 1. Thus, the morphism f applied to i, i+ r − 1 implies that CΦ(Is) |=
iRi+ j + αr + 1.

5.4. Proof of Lemma 4.16

Lemma 4.16. Assume that Φ does not have TCMP. Then, there is a constant gΦeq <∞

such that gΦeq ≥ gΦnf and for each tree T with a bounded degree, a world w at the level gΦeq
in CΦ(T ), and all i, all the gΦeq -followed descendants of w at the level gΦeq + i are equivalent
in the frame CΦ(T ).

For k1 ∈ N and k2 ∈ N∞, we define the frame

Yk1
k2

as T∞↾W Y, where W Y=

{s : s ⊑ 0k1+k2 ∨ s ⊑ 0k11k2} (⊑ denotes the prefix relation).

Frames

Yk1
k2

play a similar role to LZ – they are canonical frames for analysing Φ. Indeed,
those frames have exactly two branches, and we show in Lemma 5.10, that if Φ does not
fork, it is reflected in a finite frame

Yk1
k2
. We enhance this in Lemma 5.11 by showing that

if Φ does not fork, there is an edge in

Yk1
k2

that connects consecutive levels on different
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branches. Then, in Lemma 5.12, we show a connection between frames

Yk1
k2

and closures of
arbitrary trees. Finally, the proof of Lemma 4.16 follows.

Lemma 5.10. Assume that Φ does not fork. Then, there exist s, t, x, y ∈ N such that
x, y > 0 and CΦ(

Ys
t ) |= 0s+xR0s1y.

Proof. Since Φ does not fork, there exist p, p0, p1 ∈ T∞ such that CΦ(T∞) |= p0p0, p1p1,
i.e., the edge (p0p0, p1p1) violates tree-compatibility.

Let T∞ = 〈W,R〉 and i be such that the edge (p0p0, p1p1) belongs to Cons
i
Φ,W (R) \

Cons
i−1
Φ,W (R) (cf. Section 4.1). Observe that this edge is a consequence of Φ and at most

|Φ| edges that belong Cons
i−1
Φ,W (R). Similarly, every edge in Cons

i−1
Φ,W (R) is a consequence

of at most |Φ| edges from Cons
i−2
Φ,W (R), and so on. In consequence, the edge (p0p0, p1p1) is

a consequence of at most |Φ|i edges in T∞. Thus, there is a number k such that for a full
binary tree Tk of height k, CΦ(Tk) |= p0p0Rp1p1.

Now, consider a function g from Tk into

Y|p|
k defined as follows:

g(s) =

{
0|s| if |s| ≤ |p|
0|p|z|s|−|p1| if |s| ∈ [|p|+ 1, k] and z is the (|p|+ 1)th letter in s

The function g is a morphism from Tk into

Y|p|
k such that g(p) = 0|p|, g(p0p0) = 0|p|0|p0|+1

and g(p1p1) = 0|p|1|p1|+1. Due to Observation 4.10, g is a morphism from CΦ(Tk) into

CΦ(

Y|p|
k ). Thus, CΦ(Tk) |= p0p0, p1p1 and g imply that CΦ(

Y|p|
k ) |= 0|p|0|p0|+1R0|p|1|p1|+1.

Lemma 5.11. Assume that Φ does not fork. Then, there exist s, t, y ∈ N such that x > 0
and CΦ(

Ys
t ) |= 0s+yR0s+11y.

Proof. Let s′, t′, x′, y′ ∈ N be such that in CΦ(

Ys′
t′ ) there is an edge from 0s

′+x′

to 0s
′

1y
′

.

Since rotation of branches, i.e., the function r : CΦ(

Ys′
t′ ) → CΦ(

Ys′
t′ ) defined as f(0z) = 0z

for z ≤ s′, f(0s
′+z) = 0s

′

1z for z ≤ t′ and f(0s
′

1z) = 0s
′+z for z ≤ t′, is an automorphism

of CΦ(

Ys′
t′ ), we can assume that x′ ≤ y′. Also, the morphism f :

Ys′
t′ →

Ys′
t′ defined as

f(i) = 0|i| implies that CΦ(

Ys′
t′ ) contains edge (0s

′+t′ , 0s
′+y′).

Let s = s′ + 1, t = t′ + |x′ − y′| and y = max(x′, y′). We define a function g :

Ys′
t′ →

Ys
t

as follows.

g(p) =





0|p|+1 if p ends with 0 and |p| < s′ + x′

0|p|+y
′−x′

if p ends with 0 and |p| ≥ s′ + x′

0p if p ends with 1

Since CΦ(

Ys
t ) |= 0s

′+x′

R0s
′+y′ , the function g is a morphism from

Ys′
t′ to CΦ(

Ys
t ) and, by

employing Observation 4.10, it is a morphism from CΦ(

Ys′
t′ ) to CΦ(

Ys
t ). Hence, CΦ(

Ys
t ) |=

g(0s
′+x′

)Rg(0s
′

1y
′

). Since g(0s
′+x′

) = 0s+y, g(0s
′

1y
′

) = 0s1x, the result follows.

Lemma 5.12. Assume that Φ does not forks. There exist s, t, y such that for every tree of
bounded degree T and every world w at a level s in T , for every i ≥ 0, if u1, u2 are t-followed
descendants of w in CΦ(T ) at levels s+ y + i and s+ y + i+ 1, then CΦ(T ) |= u1Ru2.

Remark that in contrary to Lemmas 5.10 and 5.11 in Lemma 5.12 the worlds need to be
t-followed only in CΦ(T ). Some worlds that are not t-followed in T may become t-followed
in CΦ(T ).

Proof. Let s, t, y be the constants guaranteed by Lemma 5.11. The proof is by induction
on i.

ACM Transactions on Computational Logic, Vol. 2, No. 6, Article 1, Publication date: August 2015.



On the Decidability of Elementary Modal Logic 1:25

The base case, i = 0. Let u1, u2 be t-followed descendants of w in CΦ(T ) at levels s+ y and
s+ y+ 1. There is a morphism f from

Ys
t into CΦ(T ) such that f(0s) = w, f(s1) = u1 and

f(s2) = u2 for s1 = 0s+y and s2 = 0s1y+1. Therefore CΦ(T ) |= u1Ru2.
The induction step. Let u1, u2 be t-followed descendants of w in CΦ(T ) at levels s + y +
(i + 1) and s + y + (i + 1) + 1 and let v1, v2 be predecessors of u1, u2 in CΦ(T ) at levels
s + y + i, s + y + (i + 1). Clearly, v1, v2 are t-followed descendants of w in CΦ(T ). By the
induction assumption, CΦ(T ) |= v1Rv2.

Notice that there is a morphism g from

Ys
t into

Ys+y−1
t−y+1 such that g(0s+y) = 0s+y and

g(0s1y+1) = 0s+y−111. Since CΦ(

Ys
t ) |= s1Rs2, the morphism g, extended to a morphism

from CΦ(

Ys
t ) to CΦ(

Ys+y−1
t−y+1 ), implies that CΦ(

Ys+y−1
t−y+1 ) |= 0s+y−10R0s+y−111.

There is a morphism h from

Ys+y−1
t−y+1 into CΦ(T ) such that h(0s+y−1) = v2, h(0

s+y−10) =

u1 and h(0
s+y−111) = u2. By Observation 4.10, h is a morphism from CΦ(

Ys+y−1
t−y+1 ) to CΦ(T ).

Since CΦ(

Ys+y−1
t−y+1 ) |= 0s+y−10R0s+y−111, we have CΦ(T ) |= u1Ru2.

Proof of Lemma 4.16. Let s, t, y be the constants guaranteed by Lemma 5.11, T be a
tree of bounded degree, w be a world at a level s and i > 0. We prove that all (t+1)-followed
descendants of w in CΦ(T

+) at the level s+ y + i are equivalent.
Let i > 0 and a, b be (t+1)-followed (in CΦ(T

+)) descendants of w at a level L = s+y+i.
It is sufficient to show that all predecessors of a are predecessors of b. Let c be a predecessor
of a in CΦ(T ). Clearly, c is (t+ 2)-followed in CΦ(T ).

Let pa (pb) be the predecessor of a (b resp.) in T . Let Sa,0, Sa,1 (resp., Sb,0, Sb,1) be
the partition of the successors of a (resp., b) such that worlds from Sa,1 (resp., Sb,1) are
(t)-followed in CΦ(T ) and worlds from Sa,0 (resp., Sb,0) are not. The sets Sa,1, Sb,1 are
nonempty, since a, b are (t+ 1)-followed. We define T + as the frame, based on T , resulting
from removing from T worlds Sa,0, Sb,0 and their descendants in T , i.e., the successors of
a or b which are not (t)-followed in CΦ(T ) and their descendants (in T ). Additionally, T +

has the edges (pa, b), (pb, a) and edges (x, y) for x ∈ {a, b} and y ∈ Sa,1 ∪ Sb,1. Notice that
a, b have the same predecessors and successors in T +. Since c is (t+ 2)-followed in CΦ(T ),
it belongs to T +.
In the following we show three facts:
(i) CΦ(T

+) |= cRa (ii) CΦ(T
+) |= cRb (iii) CΦ(T ) |= cRb

In order to show (i), we consider a morphism f from T into itself, which is identity on
T + and maps worlds from Sa,0 and their descendants (in T ) into a path of maximal length
beginning in a. Similarly, worlds from Sb,0 and their descendants are mapped into a path of
maximal length beginning in b. We notice that the range of f is contained in T +, since any
maximal path beginning in a has to contain a world from Sa,1. Otherwise, when a maximal
path π beginning in a contains a world s0 from Sa,0, there is a morphism which maps all
the descendants of a on π, and this implies that s0 is t-followed in CΦ(T ).
Hence, the morphism f is really a morphism from T into T +, f(a) = a and f(c) = c.

This implies that CΦ(T
+) |= cRa.

For (ii), notice that since a and b have the same predecessors and the same successors in
T +, the function g which is identity on T + except that it swaps a with b is an automorphism
of T +. Hence, by Observation 4.10 g is an automorphism of CΦ(T

+). This implies that if
a 6= c, then CΦ(T

+) |= cRb.
If a = c, then a is reflexive in CΦ(T

+) and g implies that b is also reflexive in CΦ(T
+).

Then, the function h from T + into T + which maps all the descendants of b on b is a
morphism from T + into CΦ(T

+). The composition of h with f is a morphism from T into
CΦ(T

+). The function (h◦f) is also a morphism from CΦ(T ) into CΦ(T
+) which maps a to

a and the descendants of b into b. Let s be t-followed descendant of b. Due to Lemma 5.12,
CΦ(T ) |= aRs. Hence, CΦ(T

+) |= (h◦f)(a)R(h◦f)(s) where (h◦f)(a) = a and (h◦f)(s) = b.
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For (iii), Lemma 5.12 implies that the identity is a morphism from T + into CΦ(T ). Hence,
the identity on T + is a morphism from CΦ(T

+) into CΦ(T ) and CΦ(T
+) |= cRb implies

CΦ(T ) |= cRb.
We showed that all predecessors of a are predecessors of b and, by symmetry, all prede-

cessors of b are predecessor of a, and therefore a and b are equivalent.
To conclude the proof, we put gΦeq = max(t+ 1, s+ y). Since s > gΦnf , g

Φ
eq > gΦnf .

5.5. Proof of Lemma 4.18

Lemma 4.18. Let Φ be a formula satisfying S2 with χ. There is a constant gΦbs < ∞

such that for each possible (gΦbs , gcd(χ))-profile l there is a predecessors generator PGΦ
l such

that for each world w of a model CΦ(T ) s.t. |w| > gΦbs and l = prof (w, gΦbs , gcd(χ)), PG
Φ
l is

a predecessors generator of w.

The above lemma says (roughly) that the set of predecessors of a world w of a frame
CΦ(T ) for Φ satisfying S2 can be computed based on the profile of w and the following
information about the path p from the root of T to w: types of worlds in a prefix (of
bounded size) of p, types of worlds in a suffix of p, and types of (gΦin -inner) predecessors of
worlds in a suffix of p.
We prove Lemma 4.18 in three steps. (1) In Lemma 5.13 we characterise the set of

predecessors of w that are far from the beginning and the end of p. (2) In Lemma 5.14 we
study the remaining predecessors of w, i.e., predecessors that are in a prefix (of bounded size)
of p or in a suffix (of bounded size) of p. (3) We combine (1) and (2) to show Lemma 4.18.

Let i, j ∈ Is and let N be a frame containing Is. We say that i is a b-descendant (resp.,
b-ancestor) of j iff i − j > b (resp., j − i > b). We say that a set of worlds W ⊆ Is is
g-periodic on A iff for every i ∈W ∩A, i+ g ∈ A implies i+ g ∈W , and i− g ∈ A implies
i− g ∈W . Observe that the empty set of worlds is g-periodic on any A.

Lemma 5.13. Assume that Φ satisfies S2 with χ and let g = gcd(χ). Then, there exists
a bound gΦ5 .13 ∈ N such that for every s > 0 and every w, the set of successors of w in
CΦ(Is) is g-periodic on the set of gΦ5 .13 -inner gΦ5 .13 -descendants of w (in CΦ(Is)), and the
set of predecessors of w in CΦ(Is) is g-periodic on the set of gΦ5 .13 -inner gΦ5 .13 -ancestors of
w (in CΦ(Is)).

Proof. We show that for every i ∈ [1, gΦin ], then there are bi, ci ≥ lcm(χ) such that: for
every s > bi, if i has long outgoing edges in CΦ(Is) then

for every k ∈ [bi − i, s− i− bi] we have CΦ(Is) |= iRi+ k iff g | k − 1 (1)

and for every s > ci and if s− i that has long incoming edges in CΦ(Is) then

for every k ∈ [ci, s− i− ci] we have CΦ(Is) |= s− i− kRs− i iff g | k − 1 (2)

Then, for b = max(gΦin , b1, . . . , bgΦ
in
, c1, . . . , cgΦ

in
), the following holds: for every i ∈ CΦ(Is):

(i) the set of b-inner b-descendants of i is {i+ k : g | (k − 1), k ∈ [b, s− i− b]},
(ii) the set of b-inner b-ancestors of i is {i− k : g | (k − 1), k ∈ [b, i− b]}.

It follows that gΦ5 .13 = b satisfies the statement of the lemma.
(i) and (ii), ⊆: The set of b-inner b-descendants of i is contained in

{i+ k : k ∈ [b, s− (i+ b)]}, and the set of b-inner b-ancestors of i is contained in
{i− k : k ∈ [b, i− b]}. Since there is a morphism CΦ(Is) into CΦ(LZ), the property S2 im-
plies that if in CΦ(Is) we have iRi+ k, then k−1 is in the additive closure of χ. In particular,
g | k − 1. Thus, we have ⊆ inclusion for (i) and (ii).
(i), ⊇: First, assume that i is gΦin -inner in CΦ(Is). Then, the property S2 implies that

CΦ(Is) |= iRi+ k iff k− 1 is in the additive closure of χ. But, for k ≥ lcm(χ), k− 1 belongs
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to the additive closure of χ iff g | k−1. Thus, for b > max(gΦin , lcm(χ)), the set of successors
of i is g-periodic on the set of b-inner b-descendants of i.
If i is not gΦin -followed, then it has no gΦin -followed successors, and since b ≥ gΦin , the

statement is satisfied. If i is not gΦin -preceded in CΦ(Is), then i is one of the worlds among
1, . . . , gΦin and the property (1) implies the statement.

It remains to prove (1): Consider i ∈ [1, gΦin ]. If for every d > 0, i does not have long
outgoing edges, then its set of successors that are b-descendants is empty, thus it is g-
periodic over any set. Otherwise, let d > 0 be such that i has a long edge in CΦ(Id), i.e.,
there is p > 1 such that CΦ(Id) |= iRi+ p. A simple argument shows that this edge can

be iterated, so that for some bi and r > gΦin + 2 we have CΦ(Ibi) |= iRr. Since there is a
morphism CΦ(Ibi) into CΦ(LZ), the property S2 implies that g | (r − i)− 1.
Let s > 0. Consider k > lcm(χ) that satisfies i+ k ∈ [bi, s− bi] (assuming that bi + g <

s − bi for a given s) and g | k − 1. Then, g | (r − i) − 1 implies g | i + k − r. Moreover,
i+ k − 1 = (i+ k − r) + (r − 1) and i+ k − 1 ≥ bi > r + c implies i+ k − r − 1 > lcm(χ).
This and the fact that r − 1 is gΦin -inner in CΦ(Is) imply CΦ(Is) |= r − 1Ri+ k.
Now, CΦ(Is) |= r − 1Ri+ k and i + k < s − bi imply that the function fk from Ibi to

CΦ(Is) defined as follows:

fk(j) =

{
j if j ≤ r − 1
j + (i+ k)− r otherwise

is a morphism. Due to Observation 4.10, fk is a morphism from CΦ(Ibi) to CΦ(Is). Observe
that fk(i) = i and fk(r) = i+ k, therefore CΦ(Is) |= iRi+ k.
(ii) ⊇: The proof that the set of predecessors of i is g-periodic on the set of b-inner

b-ancestors of i follows the same idea. The proof of the case where i is gΦin -followed is
straightforward, and for the proof of the case where i is not gΦin -followed we utilise (and
prove) (2) instead of (1).

We say that (D,E) is a boundary predecessors generator of a world w if D,E ⊆
{1, . . . , |w|} and for some c > 0 we have

PM(w) ∩ ({wd : d < 2c} ∪ {w−d : d < 3c}) = {wd : d ∈ D} ∪ {w−d : d ∈ E}

Lemma 5.14. Let Φ be a formula satisfying S2 with χ. There are constants gΦ5 .14 ,

gΦprof > gΦ5 .13 such that for each possible (gΦprof , gcd(χ))-profile l there is a finite boundary

predecessors generator BPG
Φ
l such that for each world w of CΦ(T ) such that |w| > gΦ5 .14

and l = prof (w, gΦprof , gcd(χ)), BPG
Φ
l is a boundary predecessors generator of w.

Proof. Let g = gcd(χ) and b = max(2 · gΦ5 .13 , 4 · |Φ| · lcm(χ) + gΦin), where gΦ5 .13 is a
constant from Lemma 5.13. Let p > 0 and l = p1, . . . , pb be a b-bounded sequence such that
p1 > p2 > · · · > pb.
To simplify the notion, for any s ∈ {0, 1}∗ we identify s and s, e.g., we treat 03 as a path

containing worlds ǫ, 0, 00, 000.

We define frames Vpl , V̂
p
l as follows. The frame Vpl is a tree consisting of the following

paths: 03b+p, 02b+p+11p1 , 02b+p+21p2 , . . . , 02b+p+b1pb , and V̂pl is an extension of Vpl by the

infinite path: 02b+p1ω. Let x = 3b + p. Observe that the world 0x has the profile (l, x

mod g) in Vpl and V̂pl .
We show that for every tree T and every w ∈ T with |w| = x+ 1 (recall that w denotes

the path in a tree (T in this case) from the root to w) and prof (w, b, g) = (l, x mod i), the
paths 0x in CΦ(V

p
l ) and w in CΦ(T ) are isomorphic, i.e., for all wm1

, wm2
∈ w:

CΦ(V
p
l ) |= 0m1R0m2 ⇐⇒ CΦ(T ) |= wm1

Rwm2
(3)
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Assuming the equivalence (3), let associate with each p sets Dp, Ep such that

d ∈ Dp iff d ∈ PCΦ(Vp

l
)(0

x) ∩ ({0d : 0 ≤ d < 2b}

d ∈ Ep iff d ∈ PCΦ(Vp

l
)(0

x) ∩ {0x−d : 0 ≤ d < 3b}

Observe that since Φ satisfies S2, the sets Dp, Ep monotonically increase with p, i.e., for
every y ∈ χ (from S2), Dp ⊆ Dp+y and Ep ⊆ Ep+y. Indeed, there is a morphism of Vpl into

CΦ(V
p+y
l ) such that {0d : d < 2b} is mapped onto itself and {0x−d : d < 3b} is mapped onto

{0x+y−d : d < 3b}. Therefore, there is pL, such that DpL , EpL are saturated, i.e., for every
p′ > pL, if g divides p′ − pL, then Dp′ = DpL and Ep′ = EpL . The equivalence (3) implies
that for all T , w ∈ T , if |w| > 3b + pL, g divides |w| − 3b + pL and prof (w, b, g) = (l, |w|
mod i), then

PCΦ(T )(w) ∩ ({wd : d < 2b} ∪ {w−d : d < 3b}) = {wd : d ∈ DpL} ∪ {w−d : d ∈ EpL}

Therefore, gΦprof = b and gΦ5 .14 = 3b+ pL + lcm(χ) satisfy the statement of the lemma.

Now we shall show the equivalence (3). Consider a tree T . Observe that for every w ∈ T ,
if |w| = x+ 1 and prof (w, b, g) = (l, |w| mod i), then there is a morphism from Vpl into T
such that the path 0x is mapped on the path w. Conversely, there is a morphism from T

into V̂pl such that the path w is mapped on the path 0x. This implies that for all a, b ≤ x,

C1) CΦ(V
p
l ) |= 0aR0b implies CΦ(T ) |= waRwb, and

C2) CΦ(T ) |= waRwb implies CΦ(V̂
p
l ) |= 0aR0b.

Now, we assume the following: (*) CΦ(V̂
p
l )↾V p

l
= CΦ(V

p
l ).

Property (*) together with C1 and C2 imply the equivalence (3). It remains to prove (*).
Intuitively, we show that the path 02b+p1ω does not help in deriving more consequences.

The inclusion CΦ(V̂
p
l ↾V

p

l

) ⊇ CΦ(V
p
l ) is immediate. For the converse inclusion consider a

sequence of frames L0,L1, . . ., where V̂pl = L0 and for each i Li+1 results from applying

a single step closure to Li, i.e., for Li = 〈V̂ pl , Ri〉, Li+1 = 〈V̂ pl ,Cons
Φ,̂V p

l

(Ri)〉. Clearly,

the limit of this sequence
⋃
i>0 Li is CΦ(V̂

p
l ). We show by induction on i that (Li)↾V p

l
is a

subframe of CΦ(V
p
l ). The basis of the induction, i = 0, follows from the definition of V̂pl .

Assume that (Li)↾V p

l
is a subframe of CΦ(V

p
l ) and u1, . . . , uk are worlds of Li, where

u1, u2 ∈ Vpl . We claim that there are u′1, . . . , u
′
n ∈ Vpl with u′1 = u1, u

′
2 = u2 such that for

all m1,m2 ∈ [1, n], Li |= um1
Rum2

implies CΦ(V
p
l ) |= u′m1

Ru′m2
. Thus, if Li+1 |= u1Ru2,

then CΦ(V
p
l ) |= u1Ru2. It follows that (Li+1)↾V p

l
is a subframe of CΦ(V

p
l ).

For every world uj , if uj ∈ Vpl , we put u′j = uj . Let d > 2 be such that ud, . . . , um
do not belong to Vpl , i.e., there are zd, . . . , zm such that ud, . . . , um are of the forms

02b+p1zd , . . . , 02b+p1zm . Due to TCMP ud, . . . , um are connected only with their predecessors
and successors on 02b+p1ω.
Let z′d, . . . , z

′
m be a sequence of natural numbers such that

— for every y ∈ {d, . . . ,m}, g divides zy − z′y,
— for all y1, y2 ∈ {d, . . . ,m}, zy1 < zy2 implies z′y1 < z′y2 ,
— for all y1, y2 ∈ {d, . . . ,m}, |zy1 − zy2 | ∈ [lcm(χ), 2 · lcm(χ)].

Observe thatmax(z′d, . . . , z
′
m) < 2(m−d)lcm(χ) < 1

2b−lcm(χ). For every y ∈ {d, . . . ,m},

we define u′y as 02b+p+lcm(χ)+z′y (recall that uy = 02b+p1zy ). We claim that for all y1, y2 ∈
{1, . . . ,m}, if Li |= uy1Ruy2 , then CΦ(V

p
l ) |= u′y1Ru

′
y2
.
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Indeed, if y1, y2 < d, then uy1 = u′y1 and uy1 = u′y1 . Assume that y2 ∈ {d, . . . ,m} and

consider two cases. If uy1 is gΦin -inner and Li |= uy1Ruy2 , the property S2 and TCMP imply

that g divides |uy2 |− |uy1 |. Now, by definition of |u′y2 |, g divides |u′y2 |− |uy1 |, |u
′
y2
|− |uy1 | >

lcm(χ) and uy1 , uy2 are gΦin -inner. Thus, Lemma 5.8 implies that CΦ(V
p
l ) |= uy1Ru

′
y2
.

Otherwise, if uy1 in not gΦin -inner, but Li |= uy1Ruy2 , then uy1 belongs to the path 0g
Φ
in−1.

By Lemma 5.13 in CΦ(V̂
p
l ), the set of successors of uy1 is g-periodic on

{0g
Φ
in+b, . . . , 02b+p, 02b+p1, 02b+p12, . . .}. Thus, Li |= uy1Ruy2 implies that there exists

z′ ∈ [0, g] such that g divides |uy2 | − (b + p + z′ + 1) we have CΦ(V̂
p
l ) |= uy1R0

b+p+z′ .

But, the set of gΦ5 .13 -descendants of uy1 that are gΦ5 .13 -inner in both CΦ(V
p
l ) and CΦ(V̂

p
l )

contains 0b+p+z
′

. Thus, by Lemma 5.13 in CΦ(V
p
l ) the set of successors of uy1 is g-periodic on

{0g
Φ
in+b, . . . , 02b+p}, and nonempty by (Li)↾V p

l
⊆ CΦ(V

p
l ). Therefore, CΦ(V

p
l ) |= uy1R0

b+p+z′ .

Finally, observe that g divides (b+p+z′+1)−|u′y2 | and u
′
y2

is a gΦ5 .13 -inner g
Φ
5 .13 -descendant

of uy1 , therefore CΦ(V
p
l ) |= uy1Ry

′
y2
.

Finally, we prove Lemma 4.18.

Proof of Lemma 4.18. Let M = 〈W,R, π〉 be a model based on CΦ(T ) ∈ KΦ of a
modal formula ϕ, where Φ is tree-compatible and satisfies S2. Recall that gΦ5 .14 , g

Φ
prof are

constants from Lemma 5.14. Let b be a minimal number divisible by g greater than gΦprof .

Then, every path w in T with |w| > gΦ5 .14 + gΦprof satisfies one of the following:

PM(w) ∩ {wb, wb+1, . . . , w−2b−1} = ∅ or (4)

PM(w) ∩ {wb, wb+1, . . . , w−2b−1} = PM(w−b) ∩ {wb, wb+1, . . . , w−2b−1} (5)

Observe that by Lemma 5.14, emptiness of PM(w) ∩ {w−3b, w−3b+1, . . . , w−2b−1}
depends only on prof (w, b, g). By Lemma 5.13, the set of successors of w is g-
periodic on {wb, wb+1, . . . , w−2b−1}, which by gΦ5 .13 < b implies that PM(w) ∩
{w−3b, w−3b+1, . . . , w−2b−1} is empty iff PM(w) ∩ {wb, wb+1, . . . , w−2b−1} is empty.
Thus, the above dichotomy and Lemma 5.13 imply the statement of the lemma
with gΦbs = max(gΦ5 .14 , b). Indeed, let (D,E) is the boundary predecessors generator

BPG
Φ
prof (w,gΦ

bs
,gcd(χ)) which exists by Lemma 5.13. If PM(w) ∩ {wb, wb+1, . . . , w−2b−1} = ∅,

then the predecessors generator PGΦ
prof (w,gΦ

bs
,gcd(χ)) is defined as (∅, D,E). Otherwise, when

PM(w) ∩ {wb, wb+1, . . . , w−2b−1} = PM(w−b) ∩ {wb, wb+1, . . . , w−2b−1}, PG
Φ
prof (w,gΦ

bs
,gcd(χ))

is defined as ({b}, D,E). Such PG
Φ
prof (w,gΦ

bs
,gcd(χ)) clearly satisfies the statement.

We show the above dichotomy. Since b > gΦ5 .13 , all worlds in {wb, wb+1, . . . , w−2b−1}
are b-inner b-ancestors of both, w and w−b. Thus, Lemma 5.13 implies that PM(w)
and PM(w−b) are g-periodic on {wb, wb+1, . . . , w−2b−1}. Since g divides b and there is
a morphism from M into CΦ(LZ), it follows that if they are both non-empty, then
PM(w) ∩ {wb, wb+1, . . . , w−2b−1} = PM(w−b) ∩ {wb, wb+1, . . . , w−2b−1}.
Observe that if PM(w) ∩ {wb, wb+1, . . . , w−2b−1} is non-empty then PM(w−b) ∩

{wb, wb+1, . . . , w−2b−1} is non-empty as well. Indeed, by |w| > gΦ5 .14 + b, w−b is g
Φ
in -inner,

thus the property S2 implies that w−b has predecessors among {wb, wb+1, . . . , w−2b−1}.

6. THE COMPLEXITY

In this section we study the satisfiability problems more carefully to obtain the complexity
bounds summarized in Table I.
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Table I. A summary of a complexity of a satisfiability problem for modal logic
defined by consistent Horn formulae.

Properties of Φ Φ-SATG Φ-SATL

Φ is bounded NP-c (6.2)

Φ is unbounded, . . .

. . . has the TCMP and satisfies S1 ExpTime-c (6.3) PSpace-c (6.3)

. . . has the TCMP and satisfies S2 NP-c (6.5) PSpace-c (6.4, 6.6)

. . . has the TCMP and satisfies S3 impossible (Lemma 4.12)

. . . lacks the TCMP and satisfies S1 PSpace-c (6.8) NP-c (6.7)

. . . lacks the TCMP and satisfies S2 NP-c (6.9) NP-c (6.9)

. . . lacks the TCMP and satisfies S3 NP-c (6.12) NP-c (6.12)

6.1. Boundedness

We say that a formula Φ is bounded if CΦ(LZ) is not a model of Φ, and unbounded otherwise.
If the formula is bounded, then there is a number k such that the length of each path in
each model of Φ is bounded by k, and the value of k depends only on Φ. As the formula
Φ is a parameter of the problem, not a part of an input, the exact value of k is irrelevant
from the complexity point of view as it is regarded as a constant.

Example 6.1. Consider any n ∈ N and the formula Φn = x1Rx2 ∧ x2Rx3 ∧ · · · ∧
xn−1Rxn ⇒ ⊥. It is not hard to see that no model of Φn contains a path of length n.

Inconsistent formulae are a special case of bounded formulae. For an inconsistent formula
Φ, problems Φ-SATL and Φ-SATG can be solved in constant time by an algorithm that
always returns “No”. For consistent formulae, the satisfiability problems are NP-complete.

Proposition 6.2. If Φ is a consistent, bounded UHF formula, then Φ-SATL and Φ-
SATG are NP-complete.

Proof. The lower bound comes from the trivial reduction from the SAT problem. Below
we show the polynomial model property that leads to a straightforward nondeterministic
algorithm that guesses a model and verifies it.
Let Φ be a bounded formula and ϕ be a modal formula. Then for any modelM = 〈W,R, π〉

of ϕ and Φ, we can find a W ′ ⊆W such that M↾W ′ is a model of ϕ and |W ′| is polynomial
in |ϕ|. First, we add an arbitrary world from M that satisfies ϕ to W ′. Then, recursively,
for each world w in W ′ and each subformula ✸ψ of ϕ, if w has a witness for ✸ψ in W
but not in W ′, we add one such witness to W ′. We proceed until a fixed-point is reached.
Observe that since the length of each path is bounded by k, then this procedure takes at
most k recursive steps, and in each of them, it adds at most |ϕ| worlds for each element of

W ′. Therefore, we have |W ′| ≤
∑k
i=0 |ϕ|

i < |ϕ|k+1 and M↾W ′ is a model of ϕ, so indeed we
find a polynomial model of ϕ. Of course, since Φ is universal, 〈W ′, R↾W ′〉 satisfies Φ.

6.2. Formulae with the tree compatible model property

Proposition 6.3. For a given unbounded UHF formula Φ, if Φ has the tree-compatible
model property and satisfies S1, then Φ-SATL is PSpace–complete and Φ-SATG is
ExpTime–complete.

Proof. Assume that all edges in CΦ(LZ) are short. We use standard approaches to
satisfiability of modal logic over the class of all models. For local satisfiability we can bound
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the depth of tree-models and the degree of their worlds linearly in ϕ and then check the
existence of such models in a depth-first search manner in PSpace (see e.g. [Ladner 1977];
please note that while the cited result does not consider reflexivity and symmetry, there are
only some minor changes needed to cover these cases).
For the global satisfiability, we can enforce models whose depth is exponential with re-

spect to the length of the modal formula ϕ. The existence of models can be checked by an
alternating procedure, which first guesses the type of the root and then guesses types of its
children and universally repeats the procedure for the children. This algorithm works in al-
ternating polynomial space, and thus the problem is in ExpTime. The corresponding lower
bound can be obtained by encoding the halting problem for alternating Turing machine
with polynomial space.

We use the following notion. For a given world w, universal requirements of w, denoted by
UR(w), is the subset of the type of w that consists of formulae of the form �ϕ. We extends
this notion to sets by putting UR(X) =

⋃
w∈X UR(w). Moreover, we define predecessors

requirements of w, denoted by PR(w), as the set of the universal requirements of the
predecessors of w, i.e., UR({v : v is a predecessor of w}). As before, we extend this notion to
sets defining PR(X) =

⋃
w∈X PR(w). Finally, we define d-inner predecessors requirements

PRd(w) as UR({v : v is a d-inner predecessor of w}).

Proposition 6.4. For a given unbounded UHF formula Φ, if Φ has the tree-compatible
model property and satisfies S2, then Φ-SATL and Φ-SATG are in PSpace.

Proof. Assume that the condition S2 holds for some χ. This case can be treated simi-
larly to the case of satisfiability over the class of transitive models, i.e., the case of logic K4
(see [Ladner 1977] or Section 6.7 in [Blackburn et al. 2001]). Let A be the additive closure
of χ and c be the product of all positive elements of χ.
Lemma 4.18 implies that for all i ≥ gΦ there is a predecessors generator (C,D,E) that

depends only on prof (i, gΦ, gcd(χ)) such that

PR(i) =
⋃

{UR(wd) : d ∈ D} ∪
⋃

{UR(w−d) : d ∈ E} ∪
⋃

{PRgΦ

(w−c) : c ∈ C} (6)

Let k ∈ N be greater than gΦ such that k bounds numbers in the sets C,D,E in all
predecessors generators.
We are ready to design an alternating algorithm that guesses a tree-based structure in

a top-down manner. For an input ϕ, it first guesses and verifies first gΦ levels. Then, the

algorithm recursively calls procedure verify(head, PRsg
Φ

, URs,CR,✸ψ) where

— head contains information about the first k levels of structure;

— PRsg
Φ

is a list of gΦ-inner predecessors requirements of previous k k-inner worlds;
—URs is a list of universal requirements of previous k k-inner worlds;
—CR is a set of predecessors requirements for the current world;
—✸ψ is a subformula of ϕ.

The procedure guesses a type t that satisfies ψ and all requirements. Then it guesses a
subset of subformulae of ϕ in order to provide all witnesses for the current world, and for
each of them guesses their predecessor profile. Next, for all witnesses, it universally calls

itself for this subformula with PRsg
Φ

and CR updated using Equation (6). Concurrently,
it checks whether the predecessor profile has been guessed correctly.
The algorithm described above verifies if ϕ has a model, but it may run forever. There-

fore we add one more parameter to procedure verify: a list of visited configurations (i.e.

quadruple (PRsg
Φ

, URs,CR,✸ψ)), and additional condition: return “Yes” if the same con-
figuration is visited second time.
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It is not hard to see that if this algorithm returns “Yes”, then it is possible to build a
model. Also, thanks to the property (i) of Lemma 4.3, if ϕ has a model, then it has a
tree-based model such that all witnesses for the world at the level k are realized at the level
k + 1. In such tree-based model, worlds are connected only if they are on the same path in
tree and, moreover, k-inner worlds v, w are connected if and only if hT (v) and hT (w) are.
Such a canonical model can be guessed and verified by the algorithm. What remain to be
explained is that this algorithm works in polynomial time.
The key observation here is that predecessors requirements cannot shrink, i.e., if we have

two configurations (PRs
gΦ

1 , URs1, CR1,✸ψ1) and (PRs
gΦ

2 , URs2, CR2,✸ψ2) such that the

algorithm visits the second one after the first one, then for each r ∈ PRs
gΦ

1 ∪ {CR1} (we

abuse a notation here since no confusion will result) there is r′ ∈ PRs
gΦ

2 ∪{CR2} such that

r ⊆ r′. It means that the number of possible PRsg
Φ

lists can be bounded by |ϕ|2c · (2c)!.
Also, since universal requirements result from ✸ψ, and ✸ψ2 is a subformula of ✸ψ1, there
are at most |ϕ| different universal requirements along each path. Thus, the number of all
configurations can be bounded by (|ϕ|b ·(2c)!)·|ϕ|b ·|ϕ|, which is polynomial in |ϕ|. Therefore,
after a polynomial number of steps some configuration must occur twice. Since APTime =
PSpace, it leads to the membership is PSpace in both global and local case.

For the global satisfiability problem, we obtain a better algorithm.

Proposition 6.5. For a given unbounded UHF formula Φ, if Φ has the tree-compatible
model property and satisfies S2, then Φ-SATG is NP–complete.

Proof. The lower bound comes from the trivial reduction from the SAT problem. Below
we discuss only the upper bound.
Let Φ satisfy S2 for some χ, let c be the product of all positive elements of χ, and M be

a T -based model of ϕ from KΦ. Observe that if T has a finite path, then the last world on
that path (the leaf) is a model of Φ and ϕ. Otherwise, if each path is infinite, we prove that
ϕ has a KΦ-based model with the number of types bounded by |ϕ| · c.
We say that a world w at the level i (of T ) is saturated if for all k and every successors

w′ of w at the levels i+ kc, PR(w) = PR(w′).
Observe that in M there is a world w such that the subtree rooted in w contains only

saturated worlds. Indeed, Lemma 4.11 implies that for all k and every successors w′ of w at
the levels i+kc, PR(w) ⊆ PR(w′). Since PR(w) is finite, below a certain level all worlds are
saturated. Let M′ be this subtree. Of course, M′ is a KΦ-model of ϕ. For each subformula
✸ψ of ϕ and each i < c, if there is a world in M′ at a level jc + i for some j that satisfies
ψ, then we take a 1-type of one such world and call it tψ,j . It is not hard to see that there
exists a model M′′ that contains only w and worlds of these types — we can construct
such a model starting from w, and then recursively constructing new levels that contain all
needed witnesses for the previous level.
The non-deterministic algorithm proceeds as follows. First, it guesses sets of requirements

PR0, PR1, . . . , PRc−1, and a subset of types of the form tψ,j . If this types are consistent
with requirements and for each tψ,i we can find tψ1,i+1 mod c, . . . , tψs,i+1 mod c such that
these types provide all needed witnesses for a world of type tψ,i, then it returns “Yes”,
otherwise it returns “No”. The algorithm works in polynomial time and solves Φ-SATG.

Proposition 6.6. For a given unbounded UHF formula Φ, if Φ has the tree-compatible
model property, then Φ-SATL is PSpace-hard.

Proof. We encode the QBF problem, adjusting the usual technique (see e.g. [Ladner
1977]). Let P = ϑ1p1ϑ2p2 . . . ϑnpn.ρ be an instance of QBF problem, where ϑi ∈ {∀, ∃} and
ρ is quantifier-free. We define a modal formula ϕ such that P is true if and only if ϕ has a
KΦ-based model.
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We define an operator �iψ = ψ∧�ψ∧��ψ∧· · ·∧�iψ. Formula ϕ contains the variables
l0, l1, . . . , ln and p1, . . . , pn and is a conjunction of the following formulae.

(1) l0
(2) �n

∨
0≤i≤n li ∧�n

∧
j 6=i ¬(li ∧ lj)

(3) �n(li → ✸li+1) for each i < n such that ϑi+1 = ∃
(4) �n(li → ✸(li+1 ∧ pi+1) ∧✸(li+1 ∧ ¬pi+1)) for each i < n such that ϑi+1 = ∀
(5) �n((li ∧ pi → �n−ipi) ∧ (li ∧ ¬pi → �n−i¬pi)) for each i < n
(6) �n(ln → ψ)

Consider a tree T that consists of n+1 levels, and each world at ith level has one successor
if ϑi = ∃ and two successors otherwise.

Assume that P is true. We define a labelling π of T inductively, starting from the root.
Let the root satisfy only l0. Let w be at a level i. Define ti+1 = π(w)\{li}∪{li+1}. If ϑi = ∀,
then w has two successors and we set their labellings to be ti+1 and ti+1∪{pi+1}. Otherwise,
set the labelling of the successor of w to ti+1, if formula ϑi+2pi+2 . . . ϑnpn.ρ is satisfied for
a valuation that makes pi+1 false, and to ti+1 ∪ {pi+1} otherwise. Then, 〈CΦ(T ), π〉 is a
KΦ-based model of ϕ.

On the other hand, if ϕ has a model, then we can show that T can be homomorphically
embedded in this model and the image of this embedding is a justification that P is true.

6.3. Formulae without the tree compatible model property

Proposition 6.7. For a given unbounded UHF formula Φ, if Φ does not have the tree-
compatible model property and satisfies S1, then it has a polynomial model property for the
local satisfiability problem.

Proof. First, by Observation 4.20 we assume that the size of each level is bounded
by p(|ϕ|), where p is a polynomial. Proposition 6.7 follows from the fact that in the local
satisfiability case for any tree-based model M based of CΦ(T ) such that of M0, 0 |= ϕ, we
can simply remove all worlds w that are at the levels greater than the quantifier depth of
ϕ. Indeed, S1 says that there are only short edges in closures and therefore the removed
worlds were not reachable by ϕ. The resulting model contains at most p(|ϕ|) · |ϕ| worlds,
which is polynomial in |ϕ|.

Proposition 6.8. For a given unbounded UHF formula Φ, if Φ does not have the tree-
compatible model property and satisfies S1, then Φ-SATG is PSpace-complete.

Proof. The upper bound comes from Observation 4.20, as explained in Section 4.5.
Below we discuss only the lower bound. To ease reading, we consider only the formula
Φ = {sRt ∧ tRy ∧ sRx⇒ xRy}. Proofs for other cases are similar.
Let 〈D,DH , DV , n〉 be an instance of the bounded-space domino problem. We define a

formula ϕ = ψc ∧ ψv ∧ ψh ∧ ψe over variables {t0, . . . , tn−1} ∪D where:

— ψc =
∨
d∈D d ∧

∧
d,d′∈D,d 6=d′(¬d ∨ ¬d′);

— ψe =
∧
i<n✸ti;

— ψv =
∧
i<n

∧
d∈D(ti ∧ d→ (

∨
(d,d′)∈DV

�(ti → d′)));

— ψh =
∧
i<n−1

∧
d∈D(�(ti ∧ d) → (

∨
(d,d′)∈DH

�(ti+1 → d′))).

The reduction is polynomial. Suppose that M is a model of Φ and ϕ and v0 is any world
of M. We define the tiling t by repeating the following procedure. For a given i, we define
vj,i as a successor of vi that satisfies tj and we put t(j, i) = d, where d is satisfied in vj,i.
Note that ψe guarantees that such a successor exists, ψv guarantees that if there is more
than one such successor, then all of them satisfy the same d, and ψc guarantees that all
worlds satisfy precisely one d. Finally, we set vi+1 as any successor of vi that satisfies t0.
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It is not hard to see that for all k < n− 1 and l ∈ N property (t(k, l), t(k+ 1, l)) ∈ DH is
guaranteed by ψh since both vk,l and vk+1,l are successors of vl. To check the other property,
consider any l ∈ N and k < n. Since vlRvl+1, vl+1Rvk,l+1, and vlRvk,l, Φ guarantees that
we have vk,lRvk,l+1 and therefore ψv guarantees that (t(k, l), t(k, l + 1)) ∈ DV .
We showed that if ϕ has a model that satisfies Φ, then the domino problem has a solution.

It is easy to see that the converse is also true.

Proposition 6.9. For a given unbounded UHF formula Φ, if Φ does not have the tree-
compatible model property and satisfies S2, then Φ-SATG and φ-SATL are NP-complete.

Proof. Let Φ be an unbounded UHF formula that does not have the tree-compatible
model property and satisfies S2 for some χ, ϕ be a modal formula and M be a tree-based
model of Φ and ϕ. Let c be a product of all positive elements of χ and for a world w at the
level gΦ and i > gΦ, set Cwi be the set of all descendants of w at the level i. According to
Observation 4.20, we may assume that the size of each such set is polynomial in |ϕ|. Our goal
is to show that for any w, it is enough to consider only polynomially many non-isomorphic
sets Cwi , which will make the algorithm described in the previous section polynomial.
The technique used in the previous section is not sufficient to prove containment in NP

— now, it is not enough just to satisfy one formula of the form ✸ψ at each level. We solve
this problem in the following way: in each Cwi , we put as many witnesses as possible. Note
that since all worlds in Cwi are equivalent, for any v ∈ Cwi we have PR(v) = PR(Cwi ).

Observation 6.10. Let w, v be worlds such that v ∈ Cwj for some j and let i be such

that gΦ < i < j and c divides j − i. If UR(v) ⊆ PR(Cwi+1) and PR(v) = PR(Cwi ), then
model obtained by adding a copy v′ of v to Cwi satisfies both Φ and ϕ.

Note that the set of successors of v is a subset of the set of successors of v′, and therefore
v has all the needed witnesses. Moreover, the set of predecessors of v′ is a subset of the set
of predecessors of v, so v′ does not violate any predecessor requirements. Finally, since v′

does not add any new requirements, it should be clear that new model satisfies ϕ. Therefore
the new model satisfies ϕ and, in an obvious way, Φ.

Observation 6.11. Let w be a world at the level gΦ, i > gΦ, and A = {0, 1, . . . } be
a (possibly finite) set of consecutive numbers. Let C = {Cwi+ac : a ∈ A} be such that for all
j, j′ ∈ A, PR(Cwj ) = PR(Cwj′ ) and PR(Cwj+1) = PR(Cwj′+1). Then, we can define a set C ′

with |C ′| ≤ |ϕ| such that each element of
⋃
C can be replaced by a copy of an element from

C ′ in a way such that the obtained model is still a model of ϕ and Φ.

Let C =
⋃
C. We define a C ′ ⊆ C in the following way. For every subformula of ϕ of

the form ✸ψ, if there is a type t satisfying ψ such that t is realized in infinitely many
elements of C, then we take one world of this type and add it to C ′. If there is no such
type, but there is a world in C that satisfies ψ, then we find a maximal j ∈ A such that
there is such a world v ∈ Cwi+jc and we add v to C ′. Clearly, |C ′| ≤ |ϕ|. Then, we define

C ′i+jc = C ′∩
⋃
a∈A,a≥j C

w
i+ac and replace each Cwi+jc by C

′i+jc. The obtained model satisfies
both ϕ and Φ.
Having Observation 6.11 we can prove the statement of the lemma. Let w be a world at the

level gΦ and i be such that gΦ ≤ i < gΦ+c. The sequence PR(Cwi ), PR(C
w
i+c), PR(C

w
i+2c) . . .

never shrinks, and the same holds for PR(Cwi+1), PR(C
w
i+c+1), PR(C

w
i+2c+1), . . . . Therefore,

the sequence Cwi , C
w
i+c, C

w
i+2c can be split into at most |ϕ|2 subsequences that satisfy the

requirements of Observation 6.11, so the number of different sets of the form Cwi can be
bounded by |ϕ|3. Taking into account all possible w and i, we can bound the number of

possible sets Cwi by |ϕ|g
Φ

· c · |ϕ|3, which is polynomial in ϕ.
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Table II. A summary of a results for the finite satisfiability problems for modal logic
defined by consistent Horn formulae.

Properties of Φ Φ-FINSATG Φ-FINSATL

Φ is bounded FMP, NP-c (6.2)

Φ is unbounded and satisfies S3 FMP, NP-c (4.12, 6.12)

Φ is unbounded and satisfies S2 NExpTime (7.12)

Φ is unbounded, satisfies S1, and. . .

has the TCMP
and merges at some level

no FMP (7.3)
PSpace-c (7.7, 7.8)

FMP (7.1)
PSpace-c (6.3)

has the TCMP
and does not merge at any level

FMP (7.9)
ExpTime-c (6.3)

FMP (7.1)
PSpace-c (6.3)

lacks the TCMP
FMP (7.10)
PSpace-c (6.8)

FMP (7.1)
NP-c (6.7)

Proposition 6.12. For a given unbounded UHF formula Φ, if Φ does not have the
tree-compatible model property and satisfies S3, then it has the polynomial model property.

Proof. Suppose that Φ does not have the tree-compatible model property and satisfies
S3 for somem. Observe that in CΦ(LZ) for all i and l ≥ 0, worlds i and i+ lm are equivalent.
Let M be a model of ϕ. It follows from Lemma 4.16 that for all w at the level gΦ and all i,
all descendants of w at the levels 2gΦ+ i, 2gΦ+ i+m, 2gΦ+ i+2m, . . . are equivalent. So we
can remove all but polynomially many of them and obtain a smaller model that satisfies ϕ.
By repeating this procedure for all such w we obtain a model of polynomial size in |ϕ|.

7. FINITE MODELS

In practical applications of modal logic (as well as any other logic) one is often interested in
finite structures because most structures about which we may want to reason, like knowledge
bases or models of computations, are essentially finite. Thus, with respect to the decision
problem, we are specially interested not only in the question, whether the formula is just
satisfiable but if it is finitely satisfiable, i.e. if it has a finite model.
We say that modal logic has the finite model property (resp. finite global model property),

FMP, with respect to a class of frames K, if any formula that is locally (resp. globally)
satisfiable over K is also finitely locally (resp. globally) satisfiable over K.
We have already seen that with respect to classes defined by many UHF formulae modal

logic has the finite and global finite model properties. Namely, it holds for all bounded
formulae and all unbounded formulae satisfying S3. In such cases, the question about the
existence of a finite model is equivalent to the question about the existence of any model,
and therefore finite and unrestricted satisfiability problems coincide. In this section we show
FMP in some other cases (for which it was not demonstrated in the previous sections, since
it was not necessary for establishing decidability and precise complexity).
We show below that in some cases FMP fails. Nevertheless, we prove decidability of

Φ-FINSATL and Φ-FINSATG for any UHF formula Φ. Table II summarises our results.

7.1. Formulae that do not force long edges

In this subsection we consider unbounded formulae Φ ∈ UHF that satisfy S1, i.e. do not
force long edges. First, we show the (local) finite model property. We prove it essentially by
an application of the standard selection argument.
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Fig. 6. A fragment of the frame X (circles and solid arrows). Consider a formula Φ = yRw∧wRv∧xRv ⇒
xRy that forces edge (−1,−2). When applied to x = w = 0, y = −1 and v = 1, it forces edge (0,−1). Then,
applied to x = 0, v = −1, w = −2 and y = −3 it forces long edge (0,−3).

Proposition 7.1. Each unbounded UHF formula Φ that does not force long edges has
the finite model property in the local satisfiability case.

Proof. Assume that ϕ is locally KΦ-satisfiable. Let T be a tree of bounded degree
guaranteed by Lemma 4.3. Thus, there exists a model M based on the frame CΦ(T ) ∈ KΦ,
such that M, w |= ϕ, where w is the root of T . Recall the morphism hT : T → LZ. By
observation 4.10, hT is also a morphism from CΦ(T ) to CΦ(LZ). Since Φ does not force long
edges, CΦ(T ) has only edges between nodes on the same level or on two consecutive levels.
In order to obtain a finite model, we simply remove from M all worlds from levels greater

than |ϕ|. Since the truth of ϕ depends only on the worlds that are reachable from the root
w by a path whose length is bounded by |ϕ| (more precisely: by the modal depth of ϕ), the
resulting model is a finite model of ϕ and, of course, it satisfies Φ since Φ is universal.

We showed that ϕ has a KΦ-based model if and only if it has a finite KΦ-based model, so Φ-
SATL is equal to Φ-FINSATL. Finite global satisfiability problem is much more complicated.
In particular for some formulae Φ we will have to deal with infinite models.
In previous sections, where we dealt with unrestricted satisfiability we analised the

behavior of the first-order formula on T∞ and LZ. For our current purposes we need
one more frame, X , that contains a world with in-degree 2. Formally, X is of the form
〈WX , RX〉, where WX = {i : i ∈ Z} ∪ {i : i ∈ Z \ {0}} and RX = {(i, i+ 1) : i ∈ Z} ∪
{(i, i+ 1) : i ∈ Z \ {−1, 0}} ∪ {(−1, 0), (0, 1)}. Fig. 6 shows a fragment of X .
We say that a formula Φ merges at a level k < 0 if in CΦ(X ) there is an edge from k − 1

to k. For example, the formula Φ = xRz ∧ zRv ∧ yRv ⇒ xRy merges at the level −1. Note
that T∞ and LZ satisfy Φ.
We distinguish now three cases, corresponding to the last three rows of Table II. Recall

that we say that Φ has TCMP if it forks at all levels. Each of the cases is treated in a
separate subsection.

7.1.1. Formulae that have TCMP and merge. The following lemma shows an important regu-
larity in models of formulae that merge.

Lemma 7.2. Let Φ be an unbounded UHF formula that does not force long edges, and
merges at a level k, M be a model of Φ, v1, v2, . . . , vl be a walk (i.e. a path, but not necessarily
simple) in M such that all vi are ∞-inner.

(i) If vlRvl−c for some c > 0, then for all i > c, viRvi−c.
(ii) If vl−cRvl for some c > 0, then for all i > c, vi−cRvi.
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Proof. Let . . . , v−2, v−1, v0, v1 and vl, vl+1, . . . be infinite walks in M. Such walks exist
since v1 and vl are ∞-inner.
We prove (i) by induction. Assume that for some i > 0, for all j > i we have vjRvj−c.

We define a morphism h from X into M as follows

h(w) =





vi+s+1 if w = k + s for some s ≤ 0

vi−c+s if w = k + s for some s > 0

vi−c+s if w = k + s for some s ∈ Z

A quick check shows that h is indeed a morphism and since CΦ(X ) contains an edge from
k − 1 to k, M contains an edge from vi to vi−c. The proof of (ii) is similar.

We use the above lemma to show the lack of the finite model property.

Proposition 7.3. Let Φ be an unbounded UHF formula that does not force long edges,
merges at a level k < 0 and forks at all levels. Then modal logic lacks the finite global model
property with respect to KΦ.

Proof. Let λ = λ0 ∧ λ1 ∧ λ2 ∧ λ3 ∧ λ4, where:

λ0 =
∨

i∈{1,2,3,4}

pi ∧
∧

i,j∈{1,2,3,4},i 6=j

¬(pi ∧ pj)

λ1 = p1 → (✸p2 ∧�p2) λ2 = p2 → (✸p3 ∧�p3)

λ3 = p3 → (✸p2 ∧✸p4 ∧�(p2 ∨ p4) λ4 = p4 → (✸p1 ∧�p1)

p1 p2 p3

p4

p2

p1

p3 p2

p2

p4 p1

p3

p3

· · ·

Fig. 7. An infinite model of τ .

An infinite model of λ is presented in Fig. 7. It is not hard to see that its frame belongs to
KΦ for any Φ meeting the assumptions. Assume to the contrary that M is a finite KΦ-based
model of λ. Take an arbitrary world w1 satisfying p3. Quick check shows that such a world
must exist. Let w1, w2, w3, . . . be an infinite path in M such that for odd i, wi satisfies p3,
and for even i, wi satisfies p2. Such a path is guaranteed by λ2 and λ3. Since M is finite, it
must be the case that for some 0 < s < t we have M |= wtRws. If s is odd (and thus ws
satisfies p3) then let v0 be a successor of ws satisfying p4. Otherwise let v0 be a successor of
ws+1 satisfying p4. Such a world v0 is guaranteed by λ3. Note that v0 if ∞-preceded. Let v1
be a successor of v0 satisfying p1 (guaranteed by λ4), let v2 be a successor of v1 satisfying
p2 (guaranteed by λ1), and let v3, v4, v5, . . . be an infinite path such that vi satisfies p3 for
odd i, and it satisfies p2 for even i (existing due to λ2 and λ3). Again, since M is finite, it
must be the case that for some 0 < k < l we have M |= vlRvk. Please note that all of the
elements v1, . . . , vl are ∞-inner. It follows from Lemma 7.2 (i) that M |= vl−k+1Rv1. But
vl−k+1 satisfies p2 or p3, v1 satisfies p1, and thus λ2 or λ3 forbid this connection. Therefore
there is no finite model of λ based on a frame from KΦ.
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Before we show the algorithm that solves the finite satisfiability problem, we argue that
we may restrict our attention to strongly connected models.

Lemma 7.4. Let Φ ∈ UHF, ϕ be a modal formula and M be a finite KΦ-based model
such that M |= ϕ. Then there is a KΦ-based submodel N of M such that N |= ϕ and the
frame of N is strongly connected.

Proof. Consider a partial order on the set of strongly connected components of M,
defined in such a way that N ≤ N′ iff there is a path from an element of N′ to an element of
N, or if N = N′. Since M is finite, there must be a component Nmin which is minimal with
respect to ≤. As Φ is universal, Nmin satisfies Φ. Moreover, since each world from Nmin has
all its successors in Nmin (there are no paths to worlds in other connected components) it
is a generated substructure of M, and thus, by Lemma 3.2, Nmin |= ϕ.

We say that a frame M is k-periodic if its universe can be divided into pairwise disjoint,
non-empty sets of worlds W1, W2, . . . , Wk such that for each v, w from M there is an edge
from v to w if and only if for some i ≤ k, v ∈ Wi and w ∈ W(i mod k)+1. Notice that a
1-periodic frame is a clique. For each k ∈ N we define the cycle Ck as Ik with one additional
edge, namely (k − 1, 0). Clearly, each Ck is k-periodic.

We are going to prove decidability by showing that each satisfiable formula has a model
that is k-periodic for some k. In order to do so, we introduce two technical lemmas.

Lemma 7.5. Let Φ ∈ UHF.

(a) If Φ has a k-periodic model M, then Ck is a model of Φ.
(b) If Ck is a model of Φ, then any k-periodic frame is a model of Φ.
(c) If LZ is a model of Φ, then for all c > |Φ|, Cc is a model of Φ.
(d) If for some k > |Φ| the frame Ck is a model of Φ, then LZ is a model of Φ.

Proof. For (a), observe that if a periodic model M that consists of sets W1, W2, . . . ,
Wk is a model of Φ, then Ck is isomorphic with an induced substructure of M that contains
one world from every Wi.
We say that a morphism h : M → M′ is complete if for all v, v′ we have h(v)Rh(v′) if

and only if vRv′. Note that if there is a complete morphism h : M → M′ and Φ does not
hold in M, then it does not hold in M′.
For (b), assume that there is a periodic frame M that consists of sets W1, W2, . . . , Wk

and is not a model of Φ, but Ck is a model of Φ. We define a complete morphism f : M → Ck
as f(v) = i for v ∈Wi. Since Φ does not hold in M and f is a complete morphism, Φ does
not hold in Ck — a contradiction.
We prove (c) as follows. Let c > |Φ|. Assume that there is a clause Ψ satisfied in LZ but

not in Cc, and let v1, v2, . . . , vn be worlds of Cc such that Ψ(v1, . . . , vn) is false. Let k be
such that no world among v1, . . . , vn is equal k.
Consider the function f : Cc↾{v1,...,vn} → LZ defined as f(s) = s for s > k and f(s) =

c+ s for s < k. A quick check shows that the function f is a complete morphism. Since
Ψ(v1, . . . , vn) does not hold in Cc, it follows that Ψ(f(v1), . . . , f(vn)) does not hold in LZ.
But LZ |= Ψ, a contradiction.
For the proof of (d), let k > |Φ|, Ψ ⇒ Ψ′ be satisfied in Ck but not in LZ. Let v1 =

s, v1 = t, v3 . . . , vn be worlds of LZ such that Ψ(v1, . . . , vn) is true, Ψ
′(v1, . . . , vn) is not, and

|s− t| is minimal. Let f(i) = i mod k be a morphism from LZ onto Ck. If t− s mod k 6= 1,
then Ψ ⇒ Ψ′(f(v1), . . . , f(vn)) does not hold and we have a contradiction. Otherwise,
|s− t| ≥ k − 1 so there is a world l such that l is between s and t and l is different from all
of s, t, v3, . . . , vn. But then, morphism g : LZ↾{v1,...,vn} → LZ defined as g(s) = s for s < l
and g(s) = s− 1 leads to the contradiction with the minimality of |s− t|.
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Lemma 7.6. Let Φ be an unbounded UHF formula that does not force long edges and
such that in CΦ(X ) for some i, j < 0 we have iRj or iRj. Then j− i = 1 and CΦ(LZ) = LZ.

Proof. As X has a symmetric shape, CΦ(X ) |= iRj implies CΦ(X ) |= iRj. So, wlog. we

assume that CΦ(X ) |= iRj. Let us consider the morphism f from X into LZ defined as

f(k) = f(k) = k

If |j − i| > 1, then there is a long edge in CΦ(LZ) and it contradicts the assumption that
Φ does not force long edges. If j − i = −1, then the morphism f implies that there is an
edge (j, j − 1) in CΦ(LZ) and, since CΦ(LZ) is uniform, for all k there are edges (k, k − 1)
in CΦ(LZ). We define another morphism g to show that then CΦ(LZ) contains a long edge.
Let g be the morphism from X into CΦ(LZ) defined as

g(w) =

{
|k| if w = k for some k

−|k| if w = k for some k

It is not hard to see that g is indeed a morphism and therefore that CΦ(LZ) contains a long
edge (|i|,−|j|). An example is presented in Fig. 6.

If j = i, then the morphism f implies that there is a reflexive world in CΦ(LZ), and
therefore all worlds are reflexive. Consider a morphism h from X into CΦ(LZ) defined as

h(w) =

{
1 if w = k for some k ≤ i

0 otherwise

Since all worlds in CΦ(LZ) are reflexive, h is indeed a morphism, so in CΦ(LZ) there is edge
(1, 0) and, as in the previous case, all edges in CΦ(LZ) are symmetric and therefore CΦ(LZ)
contains a long edge.
For the proof of CΦ(LZ) = LZ, recall that if CΦ(LZ) contains a symmetric or reflexive edge,

then it contains long edges. But Φ does not force long edges, and therefore CΦ(LZ) = LZ.

For a given model M, we define a characteristic cycle of M as a walk v0, v1, . . . , vl−1 that
contains all worlds from M and, moreover, in M there is an edge from vl−1 to v0. Note that
every strongly connected model with at least two worlds contains a characteristic cycle.

Proposition 7.7. Let Φ be an unbounded UHF formula that does not force long edges,
merges at a level k < 0 and forks at all levels. Then Φ-FINSATG is in PSpace.

Proof. Let ϕ be a modal formula and M be a strongly connected model of ϕ from KΦ.
Such a model exists due to Lemma 7.4. Assume that M contains at least two worlds and
let v0, v1, . . . , vl−1 be a characteristic cycle of M. For better readability, below we omit “
mod l” in subscripts of vs.
Our aim is to show that M is s-periodic for some s.
Let χM ⊆ N be such that k ∈ χM if and only if there is vi such that M |= viRvi+k+1.

Lemma 7.2 implies that for all vi and k ∈ χM, M |= viRvi+k+1.
We show that χM is additively closed. Assume that x, y ∈ χM. It means that M contains

edges (vx+y+1, vx+y+2) , (vx+1, vx+y+2) and (v0, vx+1). We define a morphism h from X to
M, the frame of M, as

h(w) =





vs if w = k − 1 + s for all s ≤ 0

vx+1 if w = k

vx+y+1+s if w = k + s for all s > 0

vx+y+1+s if w = k + s for all s ∈ Z

ACM Transactions on Computational Logic, Vol. 2, No. 6, Article 1, Publication date: August 2015.



1:40 J. Michaliszyn, J. Otop, E. Kieroński

We see that h(k − 1) = v0 and h(k) = vx+y+1, and since in X there is an edge from k − 1

to k it implies that in M there is an edge from v0 to vx+y+1 and thus x+ y ∈ χM.
Let χM

l = {i mod l : i ∈ χM}. By Fact 5.1, χM
l can be represented as

{i · gcd(χM) mod l : i ∈ N}. DefineWi = {vi+j·gcd(χM) : j ∈ N}. It follows that all elements

of Wi have all successors in Wi+1, and therefore M is gcd(χM)-periodic.
We are now going to compress the setsWi. For each i and each subformula ψ of ϕ, if there

is a world in Wi that satisfies ψ, we mark one such world. Then we remove all unmarked
worlds. It is easy to see that the types of worlds remain the same.
We have proved that all models of ϕ are s-periodic and that their sets can be compressed

to a size bounded by |ϕ|, but the value of s can be arbitrary large. We show that there
is an NPSpace (=PSpace) procedure that checks, for a given modal formula ϕ, if ϕ has
a Φ-based finite global periodic model.
Our NPSpace algorithm works as follows. First, it checks if there is a single world or

a single clique (1-periodic set) with size bounded by |ϕ|, that satisfies both ϕ and Φ. If
it is the case the algorithm returns “Yes”. Otherwise, it guesses a set W1 of size bounded
by |ϕ| and then, recursively, guesses the successive sets of size similarly bounded, checking
if guessed worlds are consistent with their predecessor, and returns “no” otherwise. The

algorithm stops after

(
2|ϕ|

|ϕ|

)
+ 1 steps and returns “yes”.

If there is a model of ϕ, then the algorithm returns “yes”. Indeed, we showed that ϕ
has a single world model or an s-periodic model with size of sets bounded by |ϕ|, and the
algorithm can simply guess this world or successively guess consecutive sets of this model.

If the algorithm returns “yes”, then it visited two sets satisfying the same subformulae,
so there is a sequence of sets V1, V2, . . . , Vk, V1 with k ≤ 2|ϕ| such that each set contains
all witnesses needed by its predecessors. We build an s-periodic model that contains sets
V1, . . . , Vk repeated ⌈|Φ|/k⌉ + 1 times. Clearly, the obtained model satisfies ϕ. By Lemma
7.6, LZ = CΦ(LZ), and by Lemma 7.5 it is also a model of Φ.

We show the corresponding lower bound by encoding of the bounded-space domino problem.

Proposition 7.8. Let Φ be an unbounded UHF formula that does not force long edges,
merges at a level k < 0 and forks at all levels. Then Φ-FINSATG is PSpace-hard.

Proof. Let D = (D,DH , DV , n) be an instance of the bounded-space domino problem.
We will construct a modal formula η which is globally, finitely KΦ-satisfiable iff D has
a solution. In our intended model a single world represents a whole row of a solution.
We employ propositional variables pdi for i < n and d ∈ D. The intended meaning of pdi

is that the point in column i is tiled by d.
We put η = ηl ∧ ηh ∧ ηv, where ηl that guarantees that each point is tiled by exactly one

element of D, ηh ensures that the tilling respects DH , and ηv ensures that each world has
a successor that describes the row which is consistent with the current one with respect to
the relation DV .

ηl =
∧

i<n


 ∨

d∈D

pdi ∧
∧

d,d′∈D,d 6=d′

¬(pdi ∧ p
d′

i )




ηh =
∧

i<n−1

∨

(d,d′)∈DH

(pdi ∧ p
d′

i+1)

ηv = ✸⊤ ∧
∧

i<n

∨

(d,d′)∈DV

(pdi ∧�pd
′

i )
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Assume that 〈D,DH , DV , n〉 has a solution that consists of rows r1, r2, . . . . Then among
first nn+1 of them some rows ri, rj with i < j are tiled identically. Let l = c(j− i), for some
c > |Φ|. We encode the solution on Cl in such a way that s represents row i + (s mod l).
Note that by Lemma 7.6 and Lemma 7.5(c) it follows that Cl belongs to KΦ. Conversely, if
η has a model M then we can construct a solution by starting from an arbitrary world of
M, translating it to the initial row of a solution in a natural way, and recursively building
successive rows as translations of the worlds guaranteed by ηv.

7.1.2. Formulae that do not merge and have TCMP. We prove that in the case of formulae Φ
that do not force long edges, fork at all levels and do not merge at any level, modal logic has
the finite global model property with respect to KΦ. In the proof we start from a possibly
infinite tree–based model M, and construct a very large structure that locally looks like
a part of M, but is finite. We need to do it carefully in order not to violate the first-order
formula Φ.

Proposition 7.9. Let Φ be an unbounded UHF formula that does not force long edges,
has TCMP and does not merge at any level k < 0. Then modal logic has the finite global
model property with respect to KΦ.

Proof. Let Mb be a model of ϕ and Φ based on a tree T b guaranteed by Lemma 4.3.
Let n = |ϕ| and N = |Φ|. If there is a world in Mb without a proper successor, then the
structure that contains only this world is a model of ϕ and Φ. Otherwise, all worlds are
∞-followed. We assume that every world has degree n – if a world has a smaller degree,
then we can replicate any of its subtrees.
Let w be any gΦ-inner world in T b, T be a subtree of T b rooted at w, and M be a sub-

structure of Mb that consists of the worlds from T . Clearly, M satisfies Φ and ϕ.
LetM be the universe of M. For each w ∈M , we define S ′

w to be the subtree of T rooted
at w, Sw to be the frame that contains first 2N levels of S ′

w, and Sw to be the substructure
of M that contains the worlds from Sw. Let tp(M) be a set of all types realized in M. For
each type t ∈ tp(M), we pick one world wt of this type and define St = Swt

and St = Swt
.

For each St, we label the leaves of St in a consecutive way, e.g. from left to right, such
that the leaves labeled with 1, 2, . . . , n have the same parent and so on.
For each s ∈ {0, 1}, p ∈ {1, . . . , n} and t ∈ tp(M), we define Tst,p as a copy of St. We

define the finite structure Ms as a disjoint union of all possible Tst,p. We say that a world w
is at the level k in Tst,p if it is a copy of a world that is at the level k in St and that it is at
the level k in Ms if it is at the level k in some tree of Ms. We say that a world v is a parent
of v′ in Mk if wRv, v is at the level k and v′ is at the level k + 1 for some k. For any two
worlds v, v′ that are in the same tree, we define lca(v, v′) as the lowest common ancestor of
v and v′ (w.r.t. the relation parent). We define llca(v, v′) as the level of lca(v, v′) if such a
world exists and llca(v, v′) = −1 otherwise.
We define M′ as the disjoint union of M0 and M1 with additional edges defined as follows.

Consider tree T0
t,p and its leaf v labeled by p. Let w be a world in M with the same type

and t1, . . . , tk be types of successors of w in T . For each j ≤ k we add an edge from v to the
root of T1

tj ,p
and, if some connection between w and its successors is symmetric, we make

this edge symmetric as well. We do the same for the leaves from M1, but we connect them
with the roots from M0.
It is not hard to see that all worlds in M′ satisfy ϕ. We prove that M′ satisfies Φ. Assume

to the contrary that this is not the case. Let Ψ ⇒ Ψ′ be a formula which is not satisfied in
M′. Then there are worlds v1, . . . , vn such that Ψ(v1, . . . , vn) holds but Ψ

′(v1, . . . , vn) does

ACM Transactions on Computational Logic, Vol. 2, No. 6, Article 1, Publication date: August 2015.



1:42 J. Michaliszyn, J. Otop, E. Kieroński

not. Define the function νk : M′ → {0, . . . , 4N − 1} as

νk(v) =





s− k for each v at a level s ≥ k in M0

s+ 2N − k for each v at a level s in M1

s+ 4N − k for each v at a level s < k in M0

Let k be such that no world among v1, . . . , vn is at the level k in M0 and M1. The function
f : M′

↾{v1,...,vn} → CΦ(LZ) defined as f(v) = νk(v) is a morphism.

The case Ψ′ = ⊥ is impossible. Indeed, since Φ is unbounded, CΦ(LZ) is a model of Φ
and Ψ′. Similarly, if Ψ′ = xRx, then some world in CΦ(LZ) would be reflexive and, since all
worlds in M are gΦ-inner in Mb, Ψ′(v1, . . . , vn) would be satisfied.
The only remaining case is Ψ′ = xRy. Let v1 be at a level l1 in Ms1 and v2 be at a level

l2 is Ms2 . There are two cases: either s1 = s2 and |l1 − l2| ≤ 1, or s1 6= s2 and one of v1, v2
is a root and the other one is a leaf. Otherwise, Φ would force long edges.
Assume that s1 < s2 and let k be such that no world among v1, . . . , vn is at a level k in

M0. Consider a morphism g : M′
↾{v1,...,vn} → M′ defined as

g(v) =

{
v′ if v is at a level i ≥ k in M0 and v′ is a parent of v

v otherwise

It implies that Φ requires also an edge from some world that is not a leaf to some root, and
so by the morphism f we can show that Φ forces long edges. The case s1 > s2 is symmetric.
Assume that s1 = s2 = 0. If v1 = v2, then, by the morphism f , all worlds of CΦ(LZ) are

reflexive and Ψ′ would be satisfied, as before. If v2 is a parent of v1, then, by the morphism
f , all edges in CΦ(LZ) are symmetric and Ψ′ would be satisfied. So we can assume that v1
and v2 are not on the same path in M0.

Assume that l1 ≤ N and l2 ≤ N and let k > N be such that no world among v3, . . . , vN
is at the level k in M0. We define a morphism h1 : M′

↾{v1,...,vn} → T∞ as follows.

h1(v) =

{
0νk(v) if νk(v) < 4N − k

04N−k+llca(v,v1)1s−llca(v,v1) if v at the level s and νk(v) ≥ 4N − k

Let m = llca(v1, v2). Since v1 and v2 are not on the same path, m < min(l1, l2). Since
h1(v1) = 04N−k+l1 and h1(v2) = 04N−k+m1l2−m and h1 is a morphism, it implies that Φ
does not fork a the level 04N−k+m — a contradiction.
Consider the case when l1 ≥ N and l2 ≥ N . Let k < N be such that no world among

v3, . . . , vN is at the level k in M0.
If llca(v1, v2) ≤ k, then Φ merges at some level. We prove it using the following morphism

h2 : M′
↾{v1,...,vn} → X . Let T0

t,p be the tree that contains v1.

h2(v) =





s− 2N if v at a level s ≥ k in M0 and llca(v1, v) > k

s− 2N if v at a level s ≥ k in M0 and llca(v1, v) ≤ k

s if v at a level s in M1

2N + s if v at a level s in M0

It is readily checkable that h2 is a morphism and it implies that Φ merges at some level.
Let llca(v1, v2) > k. We prove that Φ does not fork at some level. To this end, let k′ be

such that no world among v3, . . . , vN is at the level k′ in M1. We define V1 = VM0 ∪VM1 as
follows. Set v ∈ VM0 if and only if v is at a level s > k in M0 and lcm(v1, v) ∈ {v1, v} (in
other worlds, v is an ancestor or descendant of v1 in M0). Finally, for each leaf w from VM0

labeled by m and each t ∈ tp(M), VM1 contains all worlds from levels less than k′ in T1
t,m.
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Let t = llca(v1, v2)− k, We define a morphism h3 : M′
↾{v1,...,vn} → T∞.

h3(v) =

{
0νk(v) if v ∈ V1 or νk(v) < t

0t1νk(v)−t otherwise

It is readily checkable that h3 is a morphism and it implies that Φ does not fork at the
level t. The case when s1 = s2 = 1 is symmetric.

7.1.3. Formulae that do not have TCMP. In the case of formulae that do not force long edges
and do not fork at some level, the finite model property follows from the fact that each
satisfiable formula has a k-periodic model for some k.

Proposition 7.10. Let Φ be an unbounded UHF formula that does not force long edges
and does not fork at some level k > 0. Then modal logic has the finite global model property
with respect to KΦ.

Proof. LetM be defined as in the proof of Proposition 7.9. First, observe that CΦ(LZ) =
LZ and, since Φ is unbounded, LZ is a model of Φ. Let v be a world at level gΦ and let
M′ be the model that consists of all descendants of v from levels greater than 2gΦ. By
Lemma 4.16, all worlds in M′ at the same level are equivalent. Since the number of types
is bounded, there exist two levels k, l in M′ such that k − l > |Φ|+ 1 and the sets of types
realized at levels k and l are equal. We create model M′′ by removing all worlds from levels
greater than or equal to k, and connecting all worlds from level k− 1 to worlds from level l.
Finally, we define M′′′ by taking for each level one world of each type realized at this level.
A quick check shows that models M′, M′′, and M′′′ satisfy ϕ and that M′′′ is finite.
We justify that M′′′ is a model of Φ. Since LZ is a model of Φ, Lemma 7.5 shows that

Ck−l is a model of Φ, and the same lemma shows that therefore any k − l–periodic model
is a model of Φ. Model M′′′ is obviously k − l-periodic.

7.2. Formulae that force long edges

As mentioned earlier, for formulae that satisfy S3, the polynomial model property follows
from the previous results. Thus, the rest of this section is devoted to unbounded formulae
Φ ∈ UHF that satisfy S2. First, observe that for some such formulae Φ modal logic may lack
the finite model property (local and global) with respect to KΦ. Consider e.g. the formula
(xRz1 ∧ z1Ry ⇒ xRy) ∧ (xRx ⇒ ⊥) (defining the class transitive and irreflexive frames)
and the modal formula ✸⊤∧�✸⊤. A quick check shows that all models of these formulae
are infinite (in local and global cases). On the other hand, it is known that modal logic has
the finite model property with respect to the class defined by (xRz1 ∧ z1Ry ⇒ xRy)∧xRx,
i.e. the class of transitive and reflexive frames. We are not going to determine all first-
order formulae Φ leading to the finite model property. However, for each Φ satisfying S2
we establish decidability of the corresponding finite satisfiability problem by proving that
if a modal formula ϕ has a finite model (in local or global case) in KΦ, then it has a model
in KΦ of size bounded by |ϕ|O(|ϕ|). Clearly, it leads to a NExpTime algorithm that simply
guesses such a small model and verifies it.

Consider a modal formula ϕ and its KΦ-based model M with universe M . We say that
a world w is redundant for ϕ and M if M↾M\{w} is a model of ϕ. We prove the following
lemma by showing that a model that is large enough has to contain a redundant world.

Lemma 7.11. Let Φ be an unbounded UHF formula satisfying S2. If ϕ has a finite KΦ-
based model, then it has a KΦ-based model of size bounded by |ϕ|O(|ϕ|).

Proof. Let Φ be an unbounded UHF formula that satisfies S2 for some χ (as in Def. 4.4),
and ϕ be a modal formula with a KΦ-based model (local or global) M. Let c be any positive
element of χ. Observe that for all i ∈ Z and k ≥ 0 we have CΦ(LZ) |= iRi+ kc+ 1.
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We start from bounding the number of worlds that are not gΦ-preceded. We use the
standard selection technique [Blackburn et al. 2001] — we start from an arbitrary world
that satisfies ϕ, and then recursively for each world added in the previous stage we pick at
most |ϕ| witnesses. Let M′ be a model obtained this way. We define the royal part of M′

as the set of worlds that contain all worlds that are not gΦ-preceded and the court as the
set of the gΦ-preceded worlds that were added as witnesses for some worlds from the royal

part. Clearly, the total size of the royal part and the court are bounded by |ϕ|g
Φ+1.

Let w be a gΦ-inner world not from the court such that for each subformula ✸ψ of ϕ
such that ψ is satisfied in w there exists a gΦ-inner world wψ 6= w that satisfies ψ and that
there is a path from w to wψ with the length cj for some j. We show that w is redundant.

Consider any predecessor w′ of w. If w′ is not gΦ-preceded, then it has all the required
witnesses in the court and the royal part. Otherwise, let ψ be a subformula of ϕ such
that w satisfies ψ. We show that there is an edge from w′ to wψ. To this end, con-
sider a path v1, v2, . . . , vgΦ , w′, w, v′1, v

′
2, . . . , v

′
cj , wψ, v

′′
1 , v

′′
2 , . . . , v

′′
gΦ . Such a path exists

since w′ is gΦ-preceded and wψ is gΦ-inner, and there is a straightforward morphism from
I2gΦ+2+cj into this path. So it is enough to show that there is an edge from gΦ + 1 to

gΦ + 1 + cj + 1 in CΦ(I2gΦ+2+j). By earlier observations, CΦ(LZ) contains an edge from

gΦ + 1 to gΦ + 1 + cj + 1, and Lemma 4.11 implies that there is an edge from gΦ + 1 to

gΦ + 1 + cj + 1 in CΦ(I2gΦ+2+cj).

By iterating the above argument we can remove all gΦ—inner worlds except for at most
|ϕ|c·|ϕ| worlds. Finally, we again use the selection technique to bound the number of worlds

that are not gΦ-followed by |ϕ|c·|ϕ| · |ϕ|g
Φ

. Since Φ is not a part of an instance, we reduced
the number of worlds to |ϕ|O(|ϕ|).

Proposition 7.12. If Φ is an unbounded UHF formula that forces long edges, then
Φ-FINSATL and Φ-FINSATG are in NExpTime.

Establishing precixe complexity in the case of formulae satisfying S2 remains open.

8. CONCLUSION AND FUTURE WORK

The main result of this paper states that the satisfiability problem of modal logic is decidable
over any class of frames definable by universal first-order Horn formulae. The result works
for four classes of the decidability problem: local satisfiability, global satisfiability, local
finite satisfiability, and global finite satisfiability. We also provided the complexity results
summarized in Tables I and II.
We proved that the result is optimal in two ways. First, we showed that there is a very

simple universal first-order formula with only three variables that defines the class of frames
such that modal logic over this class is undecidable. Furthermore, we proved a similar result
for the class of frames definable by universal Horn formula in the case of bimodal logic.
All the results here are proved for the first-order formulae without equality. In [Michaliszyn

and Otop 2012], we described how the results can be extended for the formulae containing
equality. However, adding the equality makes the construction more complicated, and we
decided to keep it as light as possible.
In this paper, we focused on the case when the first-order formula is fixed. However,

the question about the precise complexity of the satisfiability problem when both formulae
are parts of instances is also interesting. Is this problem in PSpace for the case of local
satisfiability?
The ultimate aim of this study is to classify all (universally) first-order definable modal

logics with respect to the decidability of their satisfiability problem. One interesting question
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in this context is whether the following“metaproblem”is decidable. Given a (universal) first-
order formula Φ, is Φ-SATL decidable?
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