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Abstract

Let PG(r, s) denote a shortest path between two nodesr and s in an undirected graphG = (V ,E) such that|V | = n and
|E| = m and with a positive real lengthw(e) associated with anye ∈ E. In this paper we focus on the problem of finding an
edgee∗ ∈ PG(r, s) whose removal is such that the length ofPG−e∗(r, s) is maximum, whereG − e∗ = (V ,E \ {e∗}). Such
an edge is known as themost vital edge of the pathPG(r, s). We will show that this problem can be solved in O(m · α(m,n))

time, whereα is the functional inverse of the Ackermann function, thus improving on the previous O(m+ n logn) time bound.
 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Let G = (V ,E) be an undirected graph with|V | =
n vertices and|E| = m edges, with a positive real
lengthw(e) associated with each edgee ∈ E. Given a
source noder and a destination nodes in G, ashortest
path PG(r, s) from r to s in G is defined as a path
which minimizes the sum of the lengths of the edges
along the path fromr to s. The length ofPG(r, s) is
called the distance in G betweenr ands and will be
in the following denoted asdG(r, s).
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The removal of an edgee ∈ PG(r, s) from the graph
G results in a different—and perhaps longer—shortest
path fromr to s: dG−e(r, s) � dG(r, s), whereG−e =
(V ,E \{e}). We callPG−e(r, s) areplacement shortest
path for edgee. In the past, the problem of finding
an edge inPG(r, s) whose removal fromG results in
the largest increase of the distance betweenr and s

has been studied. This edge is generally denoted as
the most vital edge with respect to the shortest path
PG(r, s). For the sake of brevity, we will refer to
this problem in the following as themost vital edge
(MVE) problem. More precisely, the MVE problem
with respect toPG(r, s) asks for finding an edgee∗ ∈
PG(r, s) such thatdG−e∗(r, s) � dG−e(r, s), for any
edgee ∈ PG(r, s).

The MVE problem has been solved efficiently by
Malik et al. [1], who gave an O(m+n logn) time algo-
rithm to compute all the replacement shortest paths be-
tween the source and the destination node in the pres-

0020-0190/01/$ – see front matter 2001 Elsevier Science B.V. All rights reserved.
PII: S0020-0190(00)00175-7



82 E. Nardelli et al. / Information Processing Letters 79 (2001) 81–85

ence of edge failures along the (original) shortest path.
As a byproduct of their solution, the most vital edge
along the path is immediately obtained.

In this paper we improve the above result to O(m ·
α(m,n)) time, whereα is the well-known functional
inverse of the Ackermann function [4]. The improve-
ment comes from the use of a linear time algorithm
for the undirected single source shortest paths tree [7],
combined in a novel way with the use of atrans-
muter [6]. Namely, we build all the replacement paths
for any edgee ∈ PG(r, s), and we select the shortest by
using a transmuter. Moreover, we also show that our
approach allows to solve with the same time complex-
ity the longest-detour (LD) problem [2], which asks
for finding an edgee∗ = (u∗, v∗) ∈ PG(r, s) whose
removal produces a detour at nodeu∗ such that the
length ofPG−e∗(u∗, s) minus the length ofPG(u,

∗ s)
is maximum, for any edge inPG(r, s).

Solving efficiently the MVE problem is important
for dealing with transient failures on a communication
network. Suppose in fact that the given graph models
a communication network, and the shortest path we
are focusing on represents the communication line
between a source and a target of a message (the two
endpoints of the path). Assume that sudden (transient)
failures of links (i.e., edges) are possible in such a
network. When this happens along the communication
line betweenr ands and the link joiningu andv goes
down, messages should then be routed fromr to s

on a shortest path that does not use edge(u, v). Of
course, from the network management point of view, it
is important to know “a priori” both the most vital edge
and the replacing shortest paths for all the edges along
the path. Our approach allows to solve efficiently both
problems.

In what follows,r ands are assumed to be 2-edge
connected, so that for each edgee on PG(r, s),
at least one alternative path exists. Otherwise, the
MVE problem can be easily solved in O(m) time by
applying Tarjan’s algorithm for finding the bridges of
G [3]. In fact, removing a bridge betweenr ands will
increase the length of any replacement shortest path
to infinity. The computation model we use is a RAM,
where the memory is divided into addressable words
of lengthω [7]. The edge lengths are represented as
floating point numbers, each contained in O(1) words.

The paper is organized as follows: in Section 2 we
solve efficiently the MVE problem; in Section 3 we

show how to use the same approach for solving the
LD problem; finally, Section 4 contains concluding
remarks and lists some open problems.

2. Solving efficiently the MVE problem

LetPG(r, s) be a shortest path joiningr ands in G.
We start by computing the shortest paths trees rooted
at r ands, denoted asSG(r) andSG(s), respectively.
This can be done in O(m) time and space [7]. Let
e = (u, v) be an edge onPG(r, s), with u closer tor
thanv. LetMr(e) denote the set of nodes reachable in
SG(r) from r without passing through edgee and let
Nr(e) = V \ Mr(e) be the remaining nodes (i.e., the
subtree ofSG(r) rooted atv). Fig. 1 showsNr(e) and
Mr(e). Symmetrically, we define the setsMs(e) and
Ns(e) with respect toSG(s). Note that for the nodes
in Mr(e) (Ms(e)), the distance fromr (s) does not
change after deleting the edgee, while for the nodes
in Nr(e) (Ns(e)) the distance fromr (s) may increase
as a consequence of deletinge.

Nr(e) andMr(e) define a cut inG, and

Cr(e)= {
(x, y) ∈ E \ {e} |

(x ∈ Mr(e))∧ (y ∈ Nr(e))
}

is the set of edges crossing the cut (crossing edges, for
short). Since a replacement shortest pathPG−e(r, s)

joining r and s must contain an edge inCr(e), it
follows that it corresponds to the set of edges whose
lengths satisfy the condition

dG−e(r, s)

= min
f=(x,y)∈Cr(e)

{
dG−e(r, x)+w(f )+ dG−e(y, s)

}
.

Each individual term of the above expression is
available in O(1) time for fixed (x, y), onceSG(r)

Fig. 1.Mr(e) andNr(e).
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andSG(s) have been computed. In fact,dG−e(r, x) =
dG(r, x), sincex ∈ Mr(e), and then can be obtained
in O(1) time by looking atSG(r). For givenf , w(f )

is available in O(1) time. ConcerningdG−e(y, s), the
following holds:

Lemma 1. Let f = (x, y) ∈ Cr(e). Then, we have
that y ∈ Ms(e).

Proof. Suppose, for the sake of contradiction, thaty /∈
Ms(e), i.e.,y ∈ Ns(e). Therefore,y is a descendant of
u (andv) in SG(s). This means thatPG(s, y) makes
use ofe, and then we have (since subpaths of shortest
paths are shortest paths) thatPG(v, y) is a subpath of
PG(s, y). Therefore

dG(v, y) = w(e)+ dG(u, y) > dG(u, y).

On the other hand, sincey ∈ Nr(e), we have that
PG(r, y) makes use of(u, v), and then we have that
PG(u,y) is a subpath ofPG(r, y). Hence

dG(u, y)= w(e)+ dG(v, y) > dG(v, y),

that is, we have a contradiction.✷
Since y ∈ Ms(e), we conclude that its distance

from s remains unchanged after deleting the edgee =
(u, v), that is,dG−e(y, s) = dG(y, s), and then it can
be obtained in O(1) time by looking atSG(s). Fig. 2
illustrates the situation.

Therefore, it remains to establish the minimum
over all the crossing edges. To do this efficiently, we
make use of atransmuter [6]. A transmuterDG(T )

is a directed acyclic graph that represents the set of
fundamental cycles of a graphG with respect to a

Fig. 2. Edgee = (u, v) ∈ PG(r, s) is removed fromG. Dashed lines
represent crossing edges.

spanning treeT = (V ,ET ). The transmuterDG(T )

contains for each tree edgee one source nodeve , for
each non-tree edgef one sink nodevf , and a certain
number of additional nodes. The fundamental property
of a transmuter is that there is a directed path from
a given sourceve to a given sinkvf if and only if e
andf form a cycle inT + f = (V ,ET ∪ {f }). It is
clear that all and only edges belonging toCr(e) form
a cycle withe. Therefore, we can build a transmuter
having as source nodes all the edges belonging to
SG(r) and as sink nodes all the remaining edges. This
can be done in O(m · α(m,n)) time and space [6].
Given such a transmuter, we can solve the MVE
problem by labeling in O(1) time a sink nodevf ,
associated with a non-tree edgef = (x, y), with the
cost

c(vf ) = dG(r, x)+w(f )+ dG(y, s).

Afterwards, we process the nodes of the transmuter
in reverse topological order, labeling each node with
the minimum of the labels of its immediate suc-
cessors. When the process is complete, a source
node ve , associated with a tree edgee ∈ PG(r, s),
is labeled with a costc(ve) corresponding to the
length of a shortest path fromr to s not using
e. Finally, the most vital edgee∗ of PG(r, s) can
be easily obtained in O(n) time as the edge such
that

c(ve∗) = max
e∈PG(r,s)

{
c(ve)

}
.

Therefore, the following result can be stated:

Theorem 1. The most vital edge on a shortest path
PG(r, s) between two nodes r and s in a graph G =
(V ,E) with n vertices and m edges, with positive real
edge lengths, can be determined in O(m · α(m,n))

time and space.

3. Solving efficiently the LD problem

In this section we illustrate how to make use of
the technique developed in the previous section to
solve an interesting variation of the MVE problem:
the longest-detour (LD) problem [2], which asks
for finding an edgee∗ = (u∗, v∗) ∈ PG(r, s) whose
removal produces a detour at nodeu∗ such that the
length ofPG−e∗(u∗, s) minus the length ofPG(u∗, s)
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is maximum, for any edge inPG(r, s). Such an
edge is called adetour-critical edge. The problem is
interesting since in communication networks, when a
message is routed along the pathPG(r, s), if a sudden
(transient) failure of a linke = (u, v) in such a path
occurs, then the message cannot continue on its path
as intended, as the outgoing edge(u, v) to be taken
is currently not operational. The message should then
be routed fromu to s on a shortest path that does
not use edge(u, v). This problem has been solved in
O(m+ n logn) time [2].

However, by using a transmuter, we can solve the
LD problem in O(m · α(m,n)) time, as follows:

Theorem 2. The detour-critical edge on a shortest
path PG(r, s) between two nodes r and s in a graph
G = (V ,E) with n vertices and m edges, with positive
real edge lengths, can be determined in O(m ·α(m,n))

time and space.

Proof. As for the MVE problem, we start by comput-
ing in O(m) time and space the shortest paths trees
rooted atr and s, denoted asSG(r) and SG(s), re-
spectively. Maintaining the same notations as above,
we now consider the cutCs(e) induced byMs(e) and
Ns(e), with the corresponding crossing edges. Since
the detourPG−e(u, s) joinsu ∈ Ns(e) with s ∈ Ms(e),
it must contain an edge inCs(e). Then, it follows that
it corresponds to the set of edges whose lengths satisfy
the condition

dG−e(u, s)

= min
f=(x,y)∈Cs(e)

{
dG−e(u, x)+w(f ) + dG−e(y, s)

}
.

(1)

Any term of the above expression can be evaluated in
O(1) time for fixed(x, y), onceSG(r) andSG(s) have
been computed. In fact, sincex ∈ Ns(e), we have

dG−e(u, x) = dG(s, x)− dG(s,u),

and sincey ∈ Ms(e), we have

dG−e(y, s) = dG(y, s).

Therefore, it remains to establish the minimum
over all the crossing edges. To do this efficiently,
once again we make use of a transmuter. It is clear
that all and only edges belonging toCs(e) form a
cycle with e. Therefore, as for the MVE problem,

to select the edge minimizing (1), we could build a
transmuter associating with the source nodes all the
edges belonging toSG(s), and with the sink nodes
all the non-tree edges. However, there is a difficulty
this time in associating a cost with sink nodes: in
fact, if vf is a sink node associated with a non-tree
edgef = (x, y) forming a cycle inSG(s) + f with
e1 = (u0, u1), e2 = (u1, u2), . . . , ek = (uk−1, uk), ei ∈
PG(r, s), i = 1, . . . , k, then, according to (1), it
will have different costs depending on whichei is
considered. Hence, the question is: which valuec(vf )

in the transmuter should be associated withf , such
thatc(vf ) is independent of ei? To solve this problem,
we associate withvf the following cost depending
only on edgef

c(vf ) = dG(y, s)+w(f )+ dG(s, x),

and corresponding to the length of the shortest (not
necessarily simple) cycle inSG(s)+f starting froms

and passing throughf . In fact, for any crossing edge
f that replacese, we have that

dG−e(u, s) = c(vf )− dG(s,u),

and therefore, a shortest cycle (i.e., a cycle minimizing
c(vf ) for any crossing edgef ) is associated with a
shortest detour, and vice-versa. Fig. 3 illustrates the
situation.

Afterwards, we process the nodes of the transmuter
in reverse topological order. When the process is
complete, each source nodeve associated with an edge
e ∈ PG(r, s) is labeled with a costc(ve) corresponding
to the length of a shortest cycle inSG(s) starting from
s and making use of an edge inCs(e). Since the length
of the detour induced by the failure of an edgee =

Fig. 3. Edgee = (u, v) ∈ PG(r, s) is removed fromG. A crossing
edgef = (x, y) is associated with a (not necessarily simple) cycle
starting froms and passing throughf (in bold).
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(u, v) ∈ PG(r, s) is c(ve)−dG(s,u), it follows that the
distance fromu to s increases byc(ve) − 2dG(s,u),
and therefore the detour-critical edge ofPG(r, s) can
be obtained in O(n) time as the edgee∗ = (u∗, v∗)
such that

c(ve∗) − 2dG(s,u
∗)

= max
e=(u,v)∈PG(r,s)

{
c(ve)− 2dG(s,u)

}
. ✷

4. Conclusions

In this paper we have presented a faster solution
to the problems of finding the most vital edge and
the detour-critical edge along a shortest pathPG(r, s)

between two nodesr and s. Our solutions run in
O(m · α(m,n)) time, whereα is the functional inverse
of the Ackermann function. The best previous bounds
known in the literature were O(m+n logn) time [1,2].

Our solutions are efficient, but lower and upper
bounds still do not match. However, a linear time
algorithm is not allowed to use a transmuter over all
the m edges, since the transmuter already has size
"(m ·α(m,n)) [5], and therefore a different approach
is needed.
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