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1. [1.5 pkt.]  Udowodnij, ze rekurencyjna procedura obliczajaca wspo6lczynnik dwumianowy (Z) bedzie
W sumie wywolywana 2(2) — 1 razy.

2. [1.5 pkt.] Pokaz, jak obliczy¢ wspélezynnik dwumianowy (}) uzywajac tablicy pomocniczej L[0. .. k]
oraz O(1) dodatkowych komérek pamieci. Nastepnie pokaz, jak rozwiagzaé to zadanie uzywajac jeszcze
muiejszej tablicy pomocniczej L[0 ... min(k,n — k)] oraz O(1) dodatkowych komérek pamigci.

3. [1 pkt.] Wyznacz najdluzszy wspélny podciag dla ciagéw AABBCC i BABCBCACA.

4. [2 pkt.] Pokaz, jak obliczy¢ dlugosé najwickszego wspdlnego podciagu uzywajac tablicy pomocniczej
L[0...2min(n,m)] oraz O(1) dodatkowych komérek pamieci. Nastepnie pokaz, jak rozwiazaé to zada-
nie uzywajac jeszcze mniejszej tablicy pomocniczej L[0. .. min(n,m)] oraz O(1) dodatkowych komdrek
pamieci.

5. [2 pkt.] Pokaz, jak zrekonstruowaé najwiekszy wspolny podciag tylko na podtawie tablicy kosztéw C
i ciagéw wejsciowych X 1Y. Twdj algorytm powinien dzialaé w czasie O(m+n), gdzie m = | X|in = |Y].

6. [3 pkt.] Dany jest zbiér n punktéw na plaszczyznie P = {pi,...pn}, ktére sa kolejnymi wierzchol-
kami wielokata wypuklego. Przedstaw algorytm, ktéry podzieli ten wielokat przekatnymi (odcinkami
taczacymi niesasiednie wierzcholki) na n — 2 rozlacznych tréjkatéow, tak aby suma dlugosci wszystkich
wewnetrznych odcinkéw (przekatnych dzielacych wielokat na trojkaty) byla minimalna.

7. [3 pkt.] Dany jest zbiér n symboli S = {s1,...s,} z okreslonym na nich porzadkiem liniowym < (dzieki
relacji < elementy te mozemy ze soba poréwnywac). Z kazdym symbolem jest zwiazane prawdopodobien-
stwo jego wystapienia p; dla i = 1...n (mozemy mysleé o tym wystapieniu jak o prawdopodobienstwie
zapytania o dany symbol), gdzie Y, p; = 1. Przedstaw algorytm, ktéry wygeneruje drzewo poszukiwail
binarnych 7" o n wezlach, gdzie kluczami w wezlach beda symbole ze zbioru S, takie aby $redni czas
zlokalizowania klucza w drzewie byl minimalny (drzewo takie jest nazywane optymalnym drzewem BST).

Wskazowka. Zminimalizuj warto$¢ ) -, dupy, gdzie d, jest glebokoscia wezla v (zakladamy, Ze korzen
lezy na glebokosci 1) a p, jest prawdopodobienstwem z jakim wystepuje symbol zapamietany w tym
wezle.



