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Algorytmy i Struktury Danych

IIUWr. II rok informatyki.

1. (2pkt) Przeanalizuj nast¦puj¡cy algorytm oparty na strategii dziel i zwyci¦»aj jednoczesnego
znajdowania maksimum i minimum w zbiorze S = {a1, . . . , an}:

Procedure MaxMin(S:set)
if |S|= 1 then return {a1, a1}
else

if |S|= 2 then return (max(a1, a2), min(a1, a2))
else

podziel S na dwa równoliczne (z dokªadno±ci¡ do jednego elementu) podzbiory S1, S2

(max1, min1)←MaxMin(S1)
(max2, min2)←MaxMin(S2)
return (max(max1, max2), min(min1, min2))

Uwaga: Operacja return (max(a1, a2), min(a1, a2)) wykonuje jedno porównanie.

• Jak poka»emy na jednym z wykªadów ka»dy algorytm dla tego problemu, który na elemen-
tach zbioru wykonuje jedynie operacje porównania, musi wykona¢ co najmniej d 32n − 2e
porównania. Dla jakich danych powy»szy algorytm wykonuje tyle porówna«? Podaj wzo-
rem wszystkie takie warto±ci.

• Jak bardzo mo»e ró»ni¢ si¦ liczba porówna« wykonywanych przez algorytm od dolnej gra-
nicy?

• Popraw algorytm, tak by osi¡gaª on t¦ granic¦ dla ka»dej warto±ci n?

2. (2pkt) Nieporz¡dkiem w ci¡gu a1, . . . , an nazywamy ka»d¡ par¦ indeksów {i, j} tak¡, »e i < j
oraz ai > aj . Uªó» algorytm obliczaj¡cy liczb¦ nieporz¡dków w danym ci¡gu n-elementowym.

3. (1 pkt) Niech u i v b¦d¡ liczbami o n i m cyfrach (odpowiednio). Zaªó»my, »e m ≤ n. Klasyczny
algorytm oblicza iloczyn tych liczb w czasie O(mn). Algorytm multiply z wykªadu potrzebuje
O(nlog 3) czasu, co jest nie do zaakceptowania gdy m jest znacznie mniejsze od n. Poka», »e w
takim przypadku mo»na pomno»y¢ liczby u i v w czasie O(nmlog(3/2)).

4. (2pkt) Dane jest nieukorzenione drzewo z naturalnymi wagami na kraw¦dziach oraz liczba na-
turalna C. Uªó» algorytm obliczaj¡cy, ile jest par wierzchoªków odlegªych od siebie o C.

5. (2pkt) Element tablicy nazywamy lokalnym minimum, je±li s¡siaduj¡ce z nim elementy s¡ mniej-
sze od niego. Uªó» algorytm, który znajduje (jakie±) lokalne minimum w tablicy n ró»nych
elementów.

6. (2pkt) Macierz A rozmiaru n × n nazywamy macierz¡ Toeplitza, je±li jej elementy speªniaj¡
równanie A[i, j] = A[i− 1, j − 1] dla 2 ≤ i, j ≤ n.

(a) Podaj reprezentacj¦ macierzy Toeplitza, pozwalaj¡c¡ dodawa¢ dwie takie macierze w czasie
O(n).

(b) Podaj algorytm, oparty na metodzie �dziel i zwyci¦»aj�, mno»enia macierzy Toeplitza przez
wektor. Ile operacji arytmetycznych wymaga takie mno»enie?
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7. (2pkt) Przeanalizuj sie¢ permutacyjn¡ omawian¡ na wykªadzie (tzw. sie¢ Bene²a-Waksmana)

• Poka», »e ostatni¡ warstw¦ przeª¡czników sieci Bene²a-Waksmana mo»na zast¡pi¢ inn¡
warstw¡, która zawiera n/2−1 przeª¡czników (a wi¦c o jeden mniej ni» w sieci oryginalnej)
a otrzymana sie¢ nadal b¦dzie umo»liwia¢ otrzymanie wszystkich permutacji.

• Uogólnij sie¢ na dowolne n (niekoniecznie b¦d¡ce pot¦g¡ liczby 2).

8. (2pkt) Jakie jest prawdopodobie«stwo wygenerowania permutacji identyczno±ciowej przez sie¢
Bene²a-Waksmana, w której przeª¡czniki ustawiane s¡ losowo (jak w zadaniu 6 listy dodatkowej).

Zadania dodatkowe

1. (2pkt) Skonstruuj rodzin¦ sieci przeª¡czników {Sn|n ∈ N} o gª¦boko±ci asymptotycznie mniejszej
od log n, tak¡ »e Sn umo»liwia realizacj¦ wszystkich przesuni¦¢ cyklicznych o pot¦gi liczby 2 nie
wi¦ksze od n lub udowodnij, »e taka rodzina nie istnieje.

2. (2pkt) Rozwa» algorytm mno»enia dªugich liczb, w którym argumenty s¡ dzielone na niekoniecz-
nie staª¡ liczb¦ cz¦±ci. Jak¡ zªo»ono±¢ potra�sz w ten sposób osi¡gn¡¢? Pami¦taj, »e wraz ze
wzrostem liczby cz¦±ci wzrastaj¡ wielko±ci wspóªczynników w kombinacjach liniowych.

3. (2pkt) Uªó» algorytmy znajdowania lokalnego minimum (patrz zadanie 4 z regularnej listy) w:

• peªnym drzewie binarnym o n = 2k − 1 wierzchoªkach;

• kracie o rozmiarze n× n.

Zadania dodatkowe - nie b¦d¡ rozwi¡zywane w czasie ¢wicze«

1. (0 pkt) Przypomnij sobie algorytm scalaj¡cy dwie posortowane tablice U i V w czasie liniowym,
tj. w czasie liniowo proporcjonalnym do sumy dªugo±ci tych tablic.

2. (1 pkt) Zªo»ono±¢ podanego na wykªadzie algorytmu sortowania przez scalenia wyra»a si¦ wzo-
rem:

T (1) = a
T (n) ≤ T (dn/2e) + T (bn/2c) + bn dla n > 1

dla pewnych a, b > 0. Udowodnij, »e T (n) ∈ O(n log n).

3. (1 pkt) Zamiast dzieli¢ tablic¦ T na dwie poªówki, algorytm sortowania przez scalanie mógªby
dzieli¢ j¡ na cz¦±ci o rozmiarach dn/3e, d(n + 1)/3e oraz d(n + 2)/3e, sortowa¢ niezale»nie ka»d¡
z tych cz¦±ci, a nast¦pnie scala¢ je. Podaj bardziej formalny opis tego algorytmu i przeanalizuj
czas jego dziaªania.

4. (1pkt) Rozwa» wersje algorytmu muliply dziel¡ce czynniki na trzy i cztery cz¦±ci. Oblicz wspóª-
czynniki w kombinacjach liniowych okre±laj¡cych warto±ci ci.

5. (1pkt) Udowodnij, »e podana na wykladzie sie¢ przeª¡czników (sie¢ Bene²a-Waksmana) jest
asymptotycznie optymalna pod wzgl¦dem gª¦boko±ci i liczby przeª¡czników.

6. (1pkt) Zaªó»my, »e przeª¡czniki ustawiane s¡ losowo (ka»dy przeª¡cznik z jednakowym prawdo-
podobie«stwem ustawiany jest w jeden z dwóch stanów). Sie¢ zbudowan¡ z takich przeª¡czników
mo»na traktowa¢ jako generator losowych permutacji. Udowodnij, »e nie istnieje sie¢ przeª¡cz-
ników, generuj¡ca permutacje z rozkªadem jednostajnym.

Krzysztof Lory±
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